Module 1. 
LINEAR ALGEBRA AND ANALYTICAL GEOMETRY

Lecture 2

Systems of simultaneous linear algebraic equations.
Cramer’s rule.

Here we start with consideration of the system of three equations with three unknowns as an example.



,


(1)

where 

 are the unknowns, 

are given numbers, 

 being called right-hand side terms.

Definition 1. The solution of the system (1) is a set of numbers 

, 

, and 

, which transforms all the equations of the system (1) into identities.

Definition 2. The system (1) is said to be consistent if it has a solution (no matter how many), otherwise it is said to be inconsistent. 

Definition 3. The system (1) is said to be degenerate if it has more than one solution. 

Considering the system of equations (1) we introduce so-called the coefficient matrix




and the augmented matrix


.

Example. The system of equation 

 has no solution since the sum 

 should be equal 0, 1, and 3 simultaneously, which is impossible. 

Theorem. The system of linear equations (1) has a unique solution if and only if the determinant of the coefficient matrix is different from zero.

The solution can be found according to Cramer’s rule



, 

, 

,


(2)

where A is a coefficient matrix, the matrices

, 

, and 

 are
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,

and (A, (A1, (A2, and (A3 are their determinants, respectively. The matrices

, 

, and 

 are obtained from the coefficient matrix A by replacing the i-th column by the column of right-hand side members.

Example 1. Solve the system of equations 

.

The matrices А, 

 are



, 


,



, 


.

We find their determinants



;



;



;



.

Therefore, we get from Eqs. (2) 

, 

, and 

.

If 

 then the system (1) is inconsistent (when any of determinant of matrices 

 differs from 0) or degenerate (when 

).
The Gauss reduction.

Let us consider a system of т linear equations with п unknowns 






(3)

The following problems should be examined

1. Determine whether a system is consistent or not.

2. Determine whether a system is degenerate or not.

3. Find the solution. 

The first problem can be solved with a help of the Kronecker - Cappelli theorem. The system of equations (3) is consistent if and only if the rank of coefficient matrix is equal to the rank of augmented matrix.

All above problems can be solved simultaneously in the Gauss reduction technique. It includes the sequence of elementary transformations of augmented matrix manipulating only the rows. The process aims to transform the matrix to triangular form. The different final forms of the matrix are discussed below. An asterisk denotes that the elements of matrix were altered in reduction process. We assume that all 

.

1)
 


Here we get 

 (i. е., the rank of a coefficient matrix equals to the rank of an augmented matrix and equals the number of unknowns). Then the system of equations (3) has a unique solution. The unknowns can be successfully moved upward from the last row of matrix 

. Writing down the equations corresponding to the matrix 

 one finds 

 from the last equation, then using the found value of 

one finds 

 from the next equation, and so on. 

2) 


.

Here the rank of the coefficient matrix is not equal to the rank of the augmented matrix , and, therefore, the system has no solution..

3) 


.

Here the rank of the coefficient matrix r is equal to the rank of the augmented matrix (r < n). The system of equations (3) is degenerate. To find the complete solution one should choose any of the minors of order r (the basic minor) and write down r equations corresponding to its rows. If one transposes all terms containing 

 (free unknowns), one has a system of equations from which 

 can successively be found in terms of 

. By giving arbitrary values to 

one finds a particular solution. 

Example. Find both the complete solution and one particular solution of the system of equations



.

Solution. We construct the augmented matrix




and transform it to the triangle form. First we should get zeros in the first column. For this purpose we subtract the first row from the second and the third rows and subtract the first row three times from the fourth row. We get 



.

Now we subtract the second row from the fourth row 



.

The last row is equal to the third and can be canceled. One can easily see that 

. We choose as a basic minor one of three first columns, so 

 are free unknowns and 

 can be found in terms of 

.

Now we write down the system of the equations, transposing the unknowns 

; we get




Starting from the last equation we find subsequently 




.

This is the complete solution of given system of equations. To get the particular solution we give values to free unknowns. Let 

, 

, and 

, then




To verify this solution we substitute it, for instance, into the last equation of the given system (do that yourself with the other equations).



.

Homogeneous systems of linear algebraic equations.

Let us consider a system of simultaneous linear equations with all right-hand side quantities equaling zero.






(4)

One sees that the augmented matrix differs from the coefficient matrix by the columns of zeros. Therefore, 

, and by Kronecker-Cappelli’s theorem, the system (4) is consistent. One of its solutions is 
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, which is called the trivial solution. Let us discuss the existence of nontrivial solutions of the system (4). If 

 (where n is the number of unknowns), then a trivial solution is the only solution. The system (4) has nontrivial solutions if and only if the rank of the coefficient matrix is less than the number of unknowns (

). This statement results in the following corollaries
1) when the number of equations т equals the number of unknowns п, the system (4) has nontrivial solutions if and only if 

;

2) when 

, the system (4) has nontrivial solutions;

3) when 

 and 

, the trivial solution is the only solution. 

The following theorems about solutions of an homogeneous system are valid.

1. If 

 are solutions of system (4), then 

 (( is a number) are solutions of system (4).

2. If 

 and 

 are solutions of system (4), then 

 are solutions of system (4).

The complete solution of the system (4) can be written as follows (here we assume that the upper left minor of order r is not zero)







(()

where 

, and 

) are free unknowns.

In accordance with the above theorems any sum of solutions multiplied by arbitrary numbers is also a solution of given system. It is important to find a set of solutions from which all the solutions of the system can be obtained. This set is called a fundamental system of solutions.

To get a particular solution one should give values to free unknowns. The possible choice is to assign 1 subsequently to one of 

 and assign 0 to others, we get n-r solutions



, 


, … ,


.

This is a way to compose a fundamental system of solutions. 

Generally, solving a homogeneous system one has to
1. Construct a coefficient matrix А.

2. Find its rank. If 

, then the system has a unique solution 
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. If 

, the system has nontrivial solutions.

3. Find a basic minor 

, choose basic equations and unknowns.
4. Find the complete solution.

5. If needed, find particular solutions and a fundamental system of solutions.

Example. Find the complete solution, a fundamental system of solutions and a particular solution of the system



.

Solution.



(

(

( 

(

. 

.

We can choose 

 as a basic minor. Then first two lines of the matrix correspond to basic equations, the unknowns 

 and 

 are basic unknowns, and 

 and 

 are free ones.
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Thus, the complete solution is 

, where 

 and 

 are arbitrary numbers.

Let us set 

 and 

. Then 

 and 

, and, therefore 

is a particular solution. The fundamental system of solutions can be obtained if one sets first x1=1 and x4=0, and then x1=0 and x4=1. Thus, we get



, 

. 

1
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