APPROVED
by Director of the IHTP
__________ V.V. Lopatin
"_____" _________ 20__
WORK PROGRAM OF THE MODULE (DISCIPLINE)
Mathematical Methods in Engineering
FIELD (SPECIALTY): Mechanical Engineering
TRAINING PROFILE: Physics of high technologies in mechanical engineering, Machines and technology of high–performance materials processing
QUALIFICATION (DEGREE): Master
CORE CURRICULUM OF ADMISSION 2013
COURSE 5; SEMESTER 9
NUMBER OF CREDITS 5
PREREQUISITE: "Mathematics", "Information Technologies"
COREQUISITE: "Strategy and techniques of experimental researches in mechanical engineering", "Basic scientific researches, organization and planning of the experiment", Scientific research works of students.
LEARNING ACTIVITIES AND TIME RESOURCES:
LECTURES 




8 class hours 
PRACTICAL CLASSES 


16 class hours
LABORATORY CLASSES


24 class hours


IN–CLASS LEARNING


44 hours
INDEPENDENT WORK 


132 hours
TOTAL 




180 hours
MODE OF STUDY



Full–time
TYPE OF MIDTERM ASSESSMENT
Exam in the 9th semester
SUPPORTING DEPARTMENT:
"Department of High Technology Physics 
in Mechanical Engineering"
HEAD OF THE DEPARTMENT: 

Dr. Sci. in Physics and Mathematics, Prof. S.G. Psakhie

MAIN CURRICULUM LEADER: 

Dr. Sci. in Physics and Mathematics, Prof. 
V.V. Lopatin
INSTRUCTOR: 



Candidate of Physical and Mathematical Sciences, 

 Associate Professor V.N. Demidov
2013
1. Objectives of the module (discipline) acquisition
Post discipline acquisition alumnus acquires knowledge, competences, and skills to ensure the achievement of G1, G2 and G5 of educational program to train masters "Physics of high technologies in mechanical engineering."
The experiment, in the broadest sense of the word, is set up in all areas of human activity. The purpose of the experiment – is usually an approximate mathematical model of the phenomenon, process under investigation. Therefore, to do without the mathematical processing of the experimental results now can not only representatives of the "exact" sciences, but also the typical "humanities" – historians and sociologists, doctors and biologists, psychologists, and agriculturists and so on.
As for engineering students, future engineers, the course "Mathematical Methods in Engineering" is a necessary part of their education, as in their activity – research, engineering, production – they will always be faced with the necessity of mathematical processing.
In the preparation of masters in the direction 150700 "Engineering" this course provides students with the necessary knowledge about modern methods of processing and analysis of experimental data and imparts the skills to apply these methods using computer technology. The course focuses mainly on scientific–research work.
Post mathematical processing of the experimental results maximum useful information about the object of research is extracted. However, throughout the course repeatedly emphasized the idea that the mathematical treatment of the experiment is essentially based on the probabilistic representation and, therefore, all the conclusions are obtained only with a certain "probability belief." Moreover, even if the statistical tests reliably confirm the presence of stochastic dependence between measurement results, it does not follow a causal dependence between the respective physical quantities. Therefore, the final decision always remains with the experimenter himself. This is a very important and crucial moment that clearly confirm the words of the famous American scientist K.A. Brownlee: "...many researchers in various fields of science technology very often are in advance to announce the next "discovery", while in reality there were nothing in their observations but random fluctuations." Therefore, in addition to purely utilitarian purposes, this course also aims at educating future engineers extremely objective and responsible attitude to the results of their own research.
2. Place of the module (discipline) in the structure of PEP
Discipline refers to special subjects of professional cycle (M.3.6.). It is directly related to the disciplines of science and mathematical cycle (mathematics, information technology) and is based on the knowledge and skills, assimilated in studies of given disciplines.
3. The results of the module (discipline) development
After studying this discipline magistrand acquires knowledge, competences, and skills that correspond to the results of the principal educational program of HTPME and aimed at forming a professional (R1, R3, R4, R5) and universal (R9, R11) competencies. Relevance of the results of the discipline "Mathematical Methods in Engineering" development formed by the PEP competencies is presented in the table.
	Formed competence in accordance 
with the PEP*
	Results of the module (discipline) development

	To know 
(K.1.1.; K.3.1.; K.3.2.; K.3.3.; K.11.2.)
	As a result of the discipline development the student should know: modern methods of data collection, processing and analysis of experimental data; innovative methods of engineering and scientific analysis, corresponding to world level; computer and information technologies for the processing, analysis and interpretation of experimental data; modern trends of technological progress development;

	To be able to 
(A.1.1.; A.2.1.; A.3.1;
A.4.1.; A5.1.;
A.5.2.; A5.3.;
A.9.2.; A.9.3.;
A10.2.)

	As a result of the discipline development the student should be able to: analyze the given information; independently solve technological problems based on the analysis of existing knowledge and techniques; solve complex problems through the integration of the various methods and techniques in order to achieve a certain technological result; formulate scientific and technical problems; systematize the results of experimental studies and technological processes; modernize and improve methods of obtaining and processing of experimental data; take responsibility for the results of their own research and to formulate their results; take responsibility for the decisions; predict the technical and economic indexes of production. 

	To master 
(M.3.1.; M.3.3.; M.5.2.; M.10.1.)


	As a result of the discipline development the student should master: specialized software solutions for professional problems; methods of obtaining statistical estimates and statistical hypothesis testing; technique of the least squares method; the method of selecting the optimal empirical dependences; experience with scientific and technical information, Internet resources, databases, etc.; skills critical approach to the analysis of experimental data, responsible attitude to an assignment and the performance of their professional duties.


* Explanation of codes of learning outcomes and formed competencies is presented in the document Principal educational program for master's degrees in the direction 150700 "Engineering" Master's program "Physics of high technologies in mechanical engineering".
4. The structure and content of the discipline
	№
	Section / Topic title

	Classroom work (h)
	KP
	IWS
	Total

(h)
	The form of monitoring

	
	
	L
	LW
	PC
	
	
	
	

	1. 
	Random events, random variables 
and their mathematical models
	2
	4
	6
	
	32
	44
	Report

	2. 
	Measurement errors
	1
	4
	2
	
	18
	25
	Report

	3. 
	Statistical Hypotheses Testing
	1
	4
	2
	
	18
	25
	Report

	4. 
	Statistical methods of empirical formulas constructing
	2
	4
	2
	
	32
	40
	Report

	5. 
	Analysis and interpretation

of experimental studies results
	2
	8
	4
	
	32
	46
	Report

	
	TOTAL (h)
	8
	24
	16
	
	132
	180
	


L – lecture, LW – laboratory work; PC – practical classes, IWS – independent work of student. Upon rendering reports and individual homeworks an oral interview with each student is conducted individually.
4.1. The name and the content of lectures, laboratory works
Theme 1. Random events, random variables and their mathematical models. 
Random phenomena and their mathematical models. Space of elementary events. Operations on events. Statistical stability of event’s frequency. Probability of the event, the sum and product of the events. The formula of total probability and Bayes' formula. Random variables. Distribution function and density function of the random variable. Fractiles, median, mode, moments of a continuous distribution. Mathematical expectation and variance. Skewness and kurtosis. Multivariate random variables. The density of the joint distribution of random variables. Covariance matrix. Sampling method. General concepts about the entire assembly and the sample. Empirical distribution function. Numerical characteristics of the sample: observed mean, variance, range selection, the coefficient of variation, standard deviation, mode, median, moments, skewness, kurtosis.
Laboratory work 1. Analysis of empirical distributions. Numerical characteristics of the sample.
Practical class 1. Basic concepts and theorems of the theory of chances (applications to solve engineering problems).
Practical class 2. The application of the theory of chances to solve simple problems of reliability theory.
Practical class 3. Basic probability distributions (reports abstracts).
Theme 2: Uncertainty of measurements. Classification of measurement errors: gross, systematic and random errors. The law of distribution of random errors of measurement: a probabilistic model, normal law of distribution, Laplace function, the rule of "three sigma". The law of large numbers, inequality and Chebyshev's theorem, Lyapunov’s theorem. The concept of point and interval estimates of the random variable parameters distribution. Properties of point estimates: consistency, nonbias, efficiency. Point and interval estimate of the true value of the quantity under measure. Point and interval estimation of uncertainty of measurements. The use of Chebyshev's inequality in the construction of confidence intervals.
Laboratory work 2. Point and interval (confidence) estimates of a normally distributed random variable parameters.
Practical class 4. Processing of direct multiple measurements results.
Theme 3. Testing of statistical hypotheses. Basic concepts and definitions. An algorithm for statistical hypotheses testing, Kolmogorov’s tests for concordance, omega–square, "chi–square". Approximate testing the hypothesis of normal distribution with the help of the sample coefficients of skewness and kurtosis. Homogeneity of observations testing, exception of gross measurement errors. Comparison of the Student's average t–test. Comparison of variances, the Fischer and Bartlett criteria. 
Laboratory work 3. Preliminary statistical processing of the experimental data. Statistical hypothesis testing.
Practical class 5. Basic parametric hypothesis about the equality of variances and mathematical expectations.
Topic 4. Statistical methods for empirical formulas constructing. The concept of direct and indirect measurements. The task of selecting the empirical formula. The method of least squares. Normal system of equations. The polynomial approximation of empirical data by least squares method: linear and quadratic connections, the general case of a certain degree polynomial. The simplest non–linear connections, straighten changing of variables. The general case of non–linear models of the parameters, the concept of a nonlinear least–squares method. Generalized polynomials, orthogonal systems of functions, Chebyshev’s polynomials, trigonometric polynomials. Selection of the optimal form of connection between the measured physical quantities.
Laboratory work 4. Linear regression.
Laboratory work 5. Non–linear regression. Selection of the optimum degree of the approximating polynomial. 
Practical class 6. Linear and nonlinear least–squares method.
Theme 5. Mathematical methods of analysis and interpretation of experimental results. Smoothing of empirical data and tabular differentiation. Linear smoothing by three and five points. Nonlinear smoothing by seven points. The simplest formula for tabular differentiation. Error estimation and improve the accuracy of tabular differentiation according to the Runge’s rule. Selection of the optimal step of tabular differentiation. Posing of the problem of approximating functions. Interpolation polynomials of Lagrange and Newton. Spline interpolation. The simplest quadrature formula of rectangles, trapezoids, Simpson, Bull. Practical estimate of quadrature formulas errors and refinement of the numerical integration resources by Runge’s rule.
Laboratory work 6. Interpolation of experimental data and numerical integration.
Laboratory work 7. Smoothing of experimental data and numerical differentiation.
Practical class 7. Mathematical methods for constructing of interpolation constraints.
Practical class 8. Smoothing of experimental data, numerical differentiation and integration.
5. Educational Technology
The following combinations of educational work types with the methods and forms of students' cognitive activity activation are used in the discipline to achieve the planned learning outcomes and the formation of competences.
	Methods and forms of the learning activities revitalization
	Types of learning activities

	
	Lectures
	Surgery class
	Laboratory classes
	Independent work

	Discussion
	+
	+
	
	

	IT–method
	+
	+
	+
	+

	Teamwork
	
	+
	+
	+

	Cases analysis
	
	
	
	

	Advanced IWS
	+
	+
	+
	+

	Personal education
	
	+
	+
	+

	Problem assignment
	
	+
	+
	+

	Learning from experience
	
	+
	+
	+


Distribution of learning outcomes – knowledge, skills and relevant competencies formed within the studied discipline and referred to p. 3 are summarized in the table below under discipline sections.
	№
	Learning outcomes
	Discipline sections

	
	
	1
	2
	3
	4
	5
	6
	7
	8
	9

	1
	K.1.1.
	+
	+
	+
	+
	+
	+
	+
	+
	+

	2
	K.3.1.
	
	
	
	+
	+
	+
	+
	
	

	3
	K.3.2.
	
	
	
	
	+
	+
	+
	
	

	4
	K.3.3.
	
	
	+
	+
	+
	+
	+
	+
	+

	5
	K.11.2
	
	
	
	+
	
	
	
	
	

	6
	A.1.1.
	
	
	+
	+
	+
	+
	+
	
	

	7
	A.2.1.
	
	
	+
	+
	+
	+
	+
	+
	+

	8
	A.3.1.
	
	
	
	+
	
	
	+
	+
	+

	9
	A.4.1.
	
	
	
	
	+
	+
	+
	
	

	10
	A.5.2.
	
	+
	+
	+
	+
	+
	+
	
	

	11
	A.5.3.
	
	
	+
	+
	+
	+
	+
	
	

	12
	A.9.2.
	+
	+
	
	
	
	
	
	
	

	13
	A.9.3.
	
	
	+
	+
	
	
	
	
	

	14
	A.10.2
	
	
	
	
	+
	+
	+
	
	

	15
	M.3.1.
	
	
	
	+
	+
	+
	+
	+
	+

	16
	M.3.3.
	+
	+
	+
	+
	+
	+
	+
	+
	+

	17
	M.5.2.
	
	
	
	+
	
	
	
	
	

	18
	M10.1
	
	
	+
	+
	+
	+
	+
	
	


To achieve the goals of teaching the following tools, methods and organizational arrangements should be implemented: 
· study of theoretical material of the discipline in lectures using computer technologies;
· self–discipline study of theoretical material using Internet resources, information databases, teaching materials, special educational and scientific literature;
· consolidation of theoretical material in laboratory classes, by individual homework.
6. Organization and methodological support of students' independent work
6.1. Current and Forward IWS aimed at deepening and strengthening the student's knowledge, the development of practical skills in:
· the students’ work with lectures, search of literature and electronic sources of information on a given issue of individually chosen topic of master's work;
· implementation of individual homework;
· the study of topics, made by an independent elaboration;
· the study of theoretical material for laboratory classes;
· the preparing for the exam.
6.1.2. Topics to be discussed at an independent elaboration
· Calculations and programming in the Mathcad.
· The basic laws of distribution of discrete and continuous random variables used in the solution of engineering problems.
7. Means of current and final evaluation of the quality development of the discipline
Control of current and final students' progress made in the form of:
· interview at the time of reports on laboratory work;
· interview at the time of reports on individual homework;
· interview at the exam.

Throughout the semester each student receives 5 individual homeworks and one topic to write an essay.
7.1. Examples of individual homework
Task 1
· What is a random variable. What should you know about the random variable to describe it mathematically? What is the minimum set of numerical characteristics and what is a complete, exhaustive description of the random variable?
· The experiment consists in throwing a coin n times. What is the basic outcome of this experiment? Construct a sample space, denoting by C the event "fell Crest", by G – "fell the Grille." How many elements contain the space of elementary events?
· The technical system consists of five elements:
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 works flawlessly. Find the probability of the system failure, assuming that the failures of individual elements are independent and the probability of failure–free operation of each element equals 
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Task 2
· How to build a confidence region for the empirical distribution function?
· Prove that the variance of the sum of two independent random variables 
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and 
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equals to the sum of the variances of items:
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Note: use the formulas
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· Ten students are tested on the five–point scale (excellent – 5, good – 4, satisfactory – 3, bad – 2, very bad – 1), i.e., each of them can gain from 1 to 5 points inclusive. What is the entire assembly in this experiment? List the elements of the entire assembly. What is a sample? Give an example of a sample. Arrange sample in the form of a number of variations. Find the empirical distribution function of the sample, show it graphically. Build polygon of relative frequencies. Calculate the sample mean, sample variance, average squared displacement, sample range, mode and median.
Task 3
· Give accurate and interval estimation of the true value of the measured coefficient.

· Using Chebyshev’s inequality prove the following conclusion: if the estimate 
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calculated from a sample volume n, is unbiased and its variance tends to zero with increasing sample size, i.e., 
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· To test the "correctness" (symmetry) of the dice, the experiment was carried out consisting of 60 shots. The test results are shown in the Table. Using the chi–square test check for 5% significance level the hypothesis of "symmetrical dice."

	Number of points dropped
	1
	2
	3
	4
	5
	6

	Frequency
	10
	9
	8
	9
	16
	8


Task 4
· What measurements are called indirect? What is the task of indirect measurements processing? Give an example.

· What is the task of selecting the empirical formula? What is the criterion for the effectiveness of a formula?

· Table of experimentally obtained values ​​
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 are assumed to approximate with the use of dependence
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· Describe an algorithm for calculating coefficients 
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 included in this formula. Give a geometric interpretation of the considered dependence. In what cases while searching the empirical formula is advisable to use the given function?

Task 5
· Describe the steps in the smoothing of the empirical data by five points.

· The function 
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. Find the optimal step of numerical differentiation and assess the limiting accuracy, with which the derivative
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· According to the results shown in the table, build a polynomial interpolation using three methods: the method of indefinite coefficients, listing the polynomial in the Lagrange form, listing the polynomial in the Newton form. Make sure that all three methods lead to the same result.
	The node number 
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7. The educational–methodical and informational support of the discipline

To perform laboratory works with the use of Mathcad system each student receives individual task. The scope of educational and methodological materials for laboratory work includes:

· A summary of theoretical material needed to complete each lab.

· A detailed description of the sequence of actions in carrying out the assignment.

· A specific example of the task execution, with an illustration of the method application and built–in functions of Mathcad system.

· In addition, a summary of the lecture course is prepared on the computers of the department, recorded in the form of PowerPoint documents, referring to which the student can get help on all matters necessary for the implementation of individual assignments.
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8. Logistics Module (discipline)

In the study of the main sections of the discipline and conducting laboratory and practical works students use computers and specialized software.

The program is based on the standards of the PEP TPU in accordance with the FSES – 2010 in the major and field of studying 150700 "Mechanical Engineering", the major "Machines and technology of high–performance materials processing", Master's program "Physics of high technologies in mechanical engineering ".
Author: Demidov V.N.
Reviewer: Dolzhikov V.P.
The program was approved at a meeting of the department HTPME IHTP
(Record № ____ under "___" _______ 20__).
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