Mathematical Methods in Engineering
Entry Control Questions
· What is an accidental event? How can the relative frequency of occurrence of an event be determined? Explain what is meant by the stability property of relative frequencies.
· Define the space of elementary events. What are the elementary and compound (complex) events? Give an example.
· What are the classical, statistical and geometrical approaches to determining the probability? In what cases is each approach used?

· What is a random variable? Give the examples of discrete and continuous random variables. 
· How can the mathematical expectation and the random variance be calculated? What is a mechanical sense of the concepts?
· Give the definition of population and sample. Give an example. What are the population and sample in respect of the statistical manipulation of multiple metering results?
· What are the absolute and relative errors? What is the main difference between the random and systematic components of the total measurement error?
· What is the normal distribution law of a random variable? What is the reason for it to be widespread in engineering and scientific problems?
· Using the inequalities, state the conditions when 
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· What is the absolute value of a real number? For what values of 
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 equivalent in the sense? If not, explain what the difference is.
· What do the graphs of basic elementary functions (linear function, entire rational and fractional rational functions, exponential and logarithmic functions, trigonometric and antitrigonometric functions) look like?
· Define a numerical sequence and its limit. What is the distinction between the classical definition of numerical sequence convergence and convergence in probability?
· What are the infinitesimals and infinites? How are the infinitesimals classified? How are the symbols «
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» used when comparing the infinitesimals?
· Define the derivative and differential of function. What are their geometrical and mechanical meanings? How can the derivative of a composite function be calculated?
· What are the monotonic functions? What is an analytic record for the monotonicity condition? Graphically illustrate the behavior of monotonic and non-monotonic functions on the segment 
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· Give the definition of the convex and concave (convex upwards and convex downwards) functions; give a geometric interpretation of the concept of function convexity. Formulate the function convexity (concavity) criteria using the first and the second derivatives. What are the local extrema and the function inflection points? Graphically illustrate these concepts. State necessary and sufficient conditions for existence of extremum of a function of one variable.  
· What are the rectangular and quadratic matrices? Describe the unity, tridiagonal, symmetric, upper (lower) triangular, block matrices? How can the determinant of a quadratic matrix be calculated; what is the determinant of a diagonal matrix? What are the principal minor and matrix rank? How can a matrix inverse be calculated? Illustrate the answer by the example of third-order matrix. Write the formula of matrix multiplication.
· What is a special feature of rectangular matrix multiplication? Is the operation of matrix multiplication commutative?
· Give the matrix notation of the system of linear equations. How can the system of linear equations by Cramer’s rule, by the Gauss method, by calculating the matrix inverse be solved?
· What is the Newton’s method for solving nonlinear equations and systems of nonlinear equations? Graphically illustrate the answer by the example of nonlinear equation of general form. 
· Give the examples (from mechanics, physics, geometry) leading to the concept of a definite integral. Write the Newton-Leibniz formula. Give the differentiation formula of the integral with a variable upper limit.
· What is the Fourier series? How can the Fourier series coefficients be calculated? What conditions must the function satisfy to be represented by the Fourier series?
Monitoring Questions
1. What is a random variable? What should you know about the random variable to describe it mathematically (a minimal set of numerical characteristics and a complete, exhaustive description)? 
2. How are the concepts of the distribution function and the (probability) density function of a continuous random variable interrelated?
3. State the basic properties of the distribution function of a random variable.

4. State the basic properties of the probability density function of a random variable.
5. How can the distribution center characteristics – mathematical expectation, median and mode be calculated? What is the relationship between them? Graphically (schematically) illustrate the answer.
6. State the main properties of the mathematical expectation of a random variable. 

7. What are the moments of a random variable? Give the appropriate definitions. The moments of what order are usually used in statistical calculations?  
8. How are the mathematical expectation and the arbitrary function variance of a random argument determined? 

9. State the basic properties of a random variance.

10. What is the probability of a random event? What are different approaches (classical, statistical, geometrical) to determining the probability? 
11. Explain (prove) the properties of the relative frequency:

a) the relative frequency of any event is between zero and one
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b) the relative frequency of the impossible event is equal to zero
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c) the relative frequency of the certain event is equal to one
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d) the relative frequency of the sum of two mutually exclusive events is equal to the sum of the relative frequencies of these events
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12. The experiment with chance outcomes consists of a single toss of two dice. An elementary event is the total number of points shown by the throw of two dice. Construct the sample space. 
13. The experiment consists of a single toss of two dice. In the given example, the number of points resulting from the toss of two dice is a discrete random variable. Graphically illustrate the distribution polygon and the distribution function of this discrete random variable.   
14. The experiment consists of tossing a coin three times. Construct the sample space denoting by A the event of getting head, by B the event of getting tail. What is the probability of getting at least two heads?
15. The experiment consists of throwing a coin until getting head. Construct the sample space denoting by A the event of getting head, by B the event of getting tail.
16. The technical system consists of five elements:
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17. Using the mathematical expectation properties, show that  
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      i.e. the mathematical expectation of a random variable deviation from its mathematical   expectation is equal to zero.

18. Using the mathematical expectation properties, demonstrate the validity of the formula
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19. A random variable, calculated according to the formula
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   is called a standard (centered and normed) random variable. Show that its mathematical expectation is equal to zero, while the random variance is equal to one, regardless of the distribution law of a random variable 
[image: image27.wmf]X

.
20. Explain the validity of the equalities 
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      for a continuous random variable 
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21. Using the random variance definition and the mathematical expectation properties, explain the validity of the equalities 
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      for a random variable 
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22. Prove that the variance of the sum of two random variables 
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is equal to the sum of the variances of summands:
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      Recommendation: use the following formulas:
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23. Prove the formulas (De Morgan’s laws)
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      Recommendation: using Venn and Euler diagram show that
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24. Prove that the distribution function of a continuous random variable is a never-decreasing function, i.e., if 
[image: image49.wmf]2

1

x

x

£

, then 
[image: image50.wmf](

)

(

)

2

1

x

F

x

F

£

.

25. The functions 
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 be the density function of a random variable?
26. The functions 
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 be the distribution function of a random variable? 
27. What is a statistical sampling method? How does it relate to the results of experimental measurements?
28. What are population and sample with regard to measurement results?
29. How can the empirical distribution function be constructed? State a theorem that guarantees the proximity of the empirical distribution function to the theoretical distribution function.
30. How can histograms and frequency polygons be created? What is the purpose of drawing these graphs?

31. How can point and interval (confidence) estimates of the unknown population parameter be determined? When treating empirical material, is it possible to restrict to only one type of the estimates?
32. What properties should a point estimate possess to provide a sufficiently good approximation to the true value of the parameter being estimated?
33. How does the width of the confidence interval depend on the sample size and confidence probability?  Schematically represent the corresponding graphs. 
34. Give a probabilistic interpretation of the concept «confidence interval».
35. What methods of obtaining point estimates do you know?

36. What numerical characteristics of a sample are referred to the measures of location, and what to the measures of dispersion and shape of distribution?
37. The experiment consists of tossing a die twenty times. A random variable, the cast at each toss, is being studied. What is the population in the experiment? List the population elements. What is a sample? Give an example of the sample.  Demonstrate the sample in the form of static series. Find a sample sum polygon, illustrate it graphically. Construct relative frequency polygon. Calculate sample mean, sample variance, standard deviation, sample range, mode and median. 
38. Suppose 
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 are two random samples that have been drawn from a normally distributed population with dispersion 
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is an unbiased estimate of the parameter 
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39. What are measurement errors? Provide the classification (and the relevant characteristic) of measurement errors.
40. What is meant by the statement « random errors are unavoidable»? What gives the statistical treatment of repeated measurements in this situation?  
41. What is a theoretical basis for the rule of «arithmetical mean» in measurements? State the corresponding theorem.

42. What is the meaning of central limit theorem? What is the significance of the theorem in the practice of experimental measurements?   
43. Formulate three sigma rule. 

44. What really observed properties of measurement errors can be reflected by the normal distribution law?
45. What is a standard normal (or Gaussian) distribution? How are the normal distribution and the theory of errors interrelated? 

46. Provide point and interval estimates of the measurand true value.
47. Provide point and interval estimates of the measurement errors.

48. Formulate Chebyshev’s inequality. How is this inequality used in the practice of technical metrology?
49. Having schematically represented the area probability graphs 
[image: image64.wmf](

)

x

f

 and the normal distribution functions 
[image: image65.wmf](

)

x

F

, graphically illustrate the following relations:

[image: image66.wmf](

)

(

)

(

)

(

)

ò

=

-

=

<

<

b

a

dz

z

f

a

F

b

F

b

z

a

P

,

[image: image67.wmf](

)

(

)

z

F

z

F

-

=

-

1

,


[image: image68.wmf]p

p

u

u

-

-

=

1

,


[image: image69.wmf]p

p

u

z

s

+

m

=

,

where 
[image: image70.wmf]p

u

is the quantile of the standard normal distribution 
[image: image71.wmf](

)

1

0

,

N

, 
[image: image72.wmf]p

z

is the quantile of the arbitrary normal distribution 
[image: image73.wmf](

)

s

m

,

N

.
50. What are the measures of goodness of fit? How are they used in practice?

51. How can the hypothesis of a random variable normal distribution using the empirical values of asymmetry and excess be verified?
52. What is Pearson's chi-squared test? How is it applied in practice?
53. What are the purposes of preliminary statistical manipulation of empirical data? 
54. Give the definition of the Student's distribution and specify its basic properties. Give an example of the distribution practical use. 
55. Give the definition of the chi-square distribution and specify its basic properties. Give an example of the distribution practical use. 

56. Give the definition of the F-distribution and specify its basic properties. Give an example of the distribution practical use. 

57. What measurements are called indirect? What is the task of indirect measurements processing? Give an example.
58. What is a set of conditional equations? What is its special feature? How can it be solved?
59. What is the essence of the least squares method? When and how can it be applied?
60. How can the set of normal equations using the method of least squares be obtained? 
61. Give a formulation of the set of normal equations for a linear function (in two ways).
62. Obtain the set of normal equations when using a third degree polynomial as an approximation function.
63. What is the task conditionality for the polynomial approximation of empirical data by the method of least squares?

64. Give a geometric illustration of the least squares method.

65. What is a rectifying change of variables? How is it applied in practice?
66. What is a generalized polynomial? What are the conditions the basis functions system has to satisfy? 
67. Give a derivation of the set of normal equations for a generalized polynomial based on the condition of minimum sum of squared residuals.
68. Obtain the set of normal equations for a generalized polynomial using the matrix output.
69. Define an orthogonal function system. Give an example.

70. What is the task of selecting the empirical formula? What is the criterion of efficiency of a particular formula?
71. Describe the algorithm of the empirical formula successive refinement.

72. It is common knowledge that knowing the distribution (density) function of a random vector, the distribution (density) function of the vector components can be computed. Is it possible to solve an inverse problem, i.e., to restore the joint distribution using the individual components distribution?
73. What are independent random variables?
74. What are the characteristic features of the presence of stochastic dependence of random variables?

75. Give basic relations for mathematical expectation and variance of two independent random variables.
76. How are the concepts of dependence and correlation of random variables related to the concepts of independence and noncorrelatedness in general? What can be said about these concepts for normally distributed random variables?

77. What is the difference between the concepts of functional dependence and stochastic dependence? Can two random variables be connected by the functional dependence? Can two deterministic (nonrandom) variables be connected by the stochastic dependence?
78. What is a regression function? What is the main problem of the regression theory?

79. What is the essence of the empirical data local smoothing algorithms? When and for what purpose are they used?
80. How do the linear and nonlinear smoothing algorithms differ? Graphically illustrate the answer.

81. Describe the sequence of operations when smoothing the empirical data.
82. What are the similarities and differences between the concepts of approximation and interpolation?
83. What is an interpolation problem? Is the interpolating function explicitly constructed? 

84. In which cases is it more convenient to use Newton's interpolation formula and in which - Lagrange's Formula?
85. How do the coefficients of Lagrange polynomial behave on the interpolation interval? Graphically illustrate the answer.

86. What are the factors that determine an interpolation error?
87. How does the noise experiment show itself in the interpolation?
88. Obtain the local linear smoothing formulas using three equidistant points
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89. Demonstrate that the linear polynomial of best mean-square approximation, constructed by using 
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      Here it is assumed that the origin of the local coordinate system is placed in the central point with number i, so it has 
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points on the right and left sides. Obtain the local linear smoothing formulas using three and five points as a special case.
90. What is meant by the fact that the operation of numerical differentiation of approximately (truth-table) given function is erroneous?
91. What are the components of the numerical differentiation global error?
92. How can the noise experiment show itself in the numerical differentiation?
93. How is the selection of an optimal numerical differentiation step-size made? 

94. What is Runge’s rule and how can it be applied in practice?

95. What is a quadrature formula? How do various quadrature formulas differ from each other?
96. What is the order of accuracy of composite quadrature trapezoidal and Simpson’s rules?
97. Should the experimental data be preliminarily smoothed in case of numerical integration?  Why?
98. Why are a-priori error estimates for numerical integration rarely applied in practice?
99. What is Runge’s rule for constructing a quadrature formula a-priori error estimate?
Examination Questions Examples
Question 1

· Distribution function of a continuous random variable. Definition, basic properties, geometric illustration of the distribution function properties.
· Suppose 
[image: image84.wmf]n

x

,

,

x

,

x

K

2

1

 and 
[image: image85.wmf]m

y

,

,

y

,

y

K

2

1

 are two random samples that have been drawn from a normally distributed population with dispersion 
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is an unbiased estimate of the parameter 
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Question 3

· Numerical characteristics of a continuous random variable: measures of location, dispersion, shape of distribution. Empirical (sample) analogs of these characteristics.
· The Kolmogorov goodness of fit test. The algorithm, when and how is it used in practice?
· Suppose 
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 is a normally distributed random variable with the unknown mathematical expectation 
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has the Student's distribution with 
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 degrees of freedom, construct a two-sided (symmetric) confidence interval for unknown mathematical expectation at a set level of the confidence probability. 
Question 20

· Interpolation problem. The Lagrange form of the interpolation polynomial.
· Suppose 
[image: image97.wmf]n

x

,

,

x

,

x

K

2

1

 is a sample obtained 
[image: image98.wmf]n

 as a result of independent observations upon a random variable 
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, i.e., the result of last observation. If so, will this point estimate be unbiased? Consistent? Efficient?

· Obtain the local linear smoothing formulas using three equidistant points


[image: image103.wmf](

)

1

1

3

1

+

-

+

+

=

i

i

i

i

y

y

y

y

~

,   
[image: image104.wmf]1

 

 

3

 

2

-

=

n

,

,

,

i

K

, 


[image: image105.wmf](

)

3

2

1

6

1

1

2

5

y

~

y

~

y

y

~

-

+

=

, 


[image: image106.wmf](

)

2

1

6

1

2

5

-

-

-

+

=

n

n

n

n

y

~

y

~

y

y

~

.
5





4





3





2





1








_1354121542.unknown

_1441446544.unknown

_1441447817.unknown

_1441447876.unknown

_1441448666.unknown

_1441469182.unknown

_1441469197.unknown

_1441469230.unknown

_1441469236.unknown

_1441469203.unknown

_1441469189.unknown

_1441469176.unknown

_1441469179.unknown

_1441447883.unknown

_1441448549.unknown

_1441448559.unknown

_1441447879.unknown

_1441447833.unknown

_1441447872.unknown

_1441447829.unknown

_1441447734.unknown

_1441447745.unknown

_1441447810.unknown

_1441447740.unknown

_1441446639.unknown

_1441447680.unknown

_1441447717.unknown

_1441447504.unknown

_1441447570.unknown

_1441447438.unknown

_1441446577.unknown

_1441446595.unknown

_1441446574.unknown

_1441446302.unknown

_1441446329.unknown

_1441446389.unknown

_1441446532.unknown

_1441446538.unknown

_1441446526.unknown

_1441446332.unknown

_1441446336.unknown

_1441446309.unknown

_1441446311.unknown

_1441446305.unknown

_1441446293.unknown

_1441446297.unknown

_1441446279.unknown

_1441446286.unknown

_1354121598.unknown

_1354124027.unknown

_1441446240.unknown

_1354123872.unknown

_1354121558.unknown

_1317812445.unknown

_1347991450.unknown

_1354121237.unknown

_1354121319.unknown

_1354121207.unknown

_1347990817.unknown

_1347990967.unknown

_1347991217.unknown

_1347991324.unknown

_1347990951.unknown

_1317818260.unknown

_1320517280.unknown

_1317739584.unknown

_1317739763.unknown

_1317741729.unknown

_1317745935.unknown

_1317745947.unknown

_1317741758.unknown

_1317739808.unknown

_1317739746.unknown

_1317739721.unknown

_1223548619.unknown

_1281109892.unknown

_1287658343.unknown

_1279363476.unknown

_1280771251.unknown

_1280771278.unknown

_1279364677.unknown

_1279363363.unknown

_1204980935.unknown

_1204980925.unknown

_1204980930.unknown

_1204980920.unknown

