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Research on automatic natural language answer assessment
method based on bag-of-concepts approach.
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Tests Mol and Ne2 demonstrating intellectual e- Je
learning systems problems (in russian)

1. Hepeuuwmme oﬁoﬁmalomue nokKaszameiiu ucno’ib306aHus OCHO6HbIX

¢gponoos. (List the indicator of fixed assets use)

Correct answer: ®ounootaada, GOHAOEMKOCTh, POHIOBOOPYKEHHOCTD.

(capital productivity, capital intensity, capital-labor ratio)

2. Jlaiime onpeoenenue mepmuny «amopmuszauyusy. (Give the

depreciation definition)

Correct answer: AmopTtH3anus — 3TO INIAHOMEPHBIH IIPoIecC IepeHoca
CTOMMOCTH CPEJICTB TPyAa IO MEPE UX U3HOCA HA ITPOUZBOJAUMBIN C UX
nomoIieo mpoaykt. (Depreciation is a process of transferring assets cost to

product cost with assets wear and tear.)
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Test No 3 J¢

3. JMaiime onpedenenue mepmuny «ponowvt oopawenusa» (Give the
circulating assets definition).

Correct answer: ¢donapl 0OpalieHus - 3T0 000POTHBIE CPEICTBA, 0OCTYKUBAIOIIIHNE
MPOLIECC peaar3aliyi rOTOBOM MPOIYKIIUM; CIYKAT JJI 00eCIIeUeHHUsI
HENPEPBIBHOCTH IpOLiEcca IIPOU3BOACTBA U peaIu3allii NPOAYKIUHU IIPEAIIPUATHSA
(mpuMepBbl: TOTOBAst MPOAYKIIMS HA CKJIAJIe, TOBAPHI, OTIPYKCHHBIC 3aKa3UUKaM, HO
CIIC HC OIINIaYCHHBIC UMU, I[€6I/ITOpCKa${ 3a10JDKCHHOCTDL, CPCACTBA B pacuycCTrax,
JICHE)KHBIE CPEACTBA B KAaCCE MPEANPUATHS U HA cueTaxX B OaHKax).

Circulating assets are current assets serving the process of the finished product
realization; serve to ensure the continuity of production and sales of enterprise
process (examples: the finished products in the warehouse, the goods shipped to
customers, but not yet paid for by them, receivables, funds in the calculations, cash

in hand and enterprises on bank accounts).
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Test No4

4. Ilo kakum 006vexkmam ocHo8HBIX PoHO06 amopmuzayusa ne nauucasemcsa?! (Which
fixed assets object are not included in the depreciation?)

Correct answer: AMopTu3aiis He HAUUCIISETCS 0 CASAYIONUM 00beKTaM OCHOBHBIX
CPEICTB: 00bEKTaM, MOTYUYEHHBIM M0 JIOTOBOPY JAapeHUsi U O€3BO3ME3THO B
poliecce MPUBATU3ANY; KUTUIITHOMY (HOHTY (KpoMe OOBEKTOB, UCIIOJIb3YyEMBbIX
JUISl U3BJICUEHUSI 10X0/1a) 0ObEKTaM, MOTPEOUTEIHCKHUE CBOMCTBA KOTOPBIX C
TCUCHUCM BPCMCHU HC N3MCHAIOTCAI.

Following objects are not included in depreciation: objects obtained under the
contract of donation and donated in the privatization process; housing stock (except
for objects used to generate income); objects whose consumer properties do not

change over time.
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Natural language answer assessment algorithm Je

Following algorithm was used for answer assessment:
1. Answer text and correct text analysis with

ABBYY Compreno analyzer. Result produced is a syntactic
tree.
2. Keywords and collocations search.
3. Keywords filtering using Wikipedia and Ruthes thesaurus
(only words containing in these resources are used).
4. Calculation of semantic relatedness between student terms and
corr_ect answer terms. nr(t,s,)
5. Final grade is calculated as follows: M = T ,
where T is a set of correct answer terms.

S; IS a student term paired with correct answer term t; ;

r(t;,s;) Is these terms semantic similarity value.




Terms semantic similarity measure

Two graph-based databases were build using Wikipedia and

Ruthes thesaurus.
Wikipedia-based graph contains article titles as nodes and links

between these articles as edges.

Semantic similarity 2|N(a) N N(B)|
a

: . . |
Dice metric: IN(@)| + IN(B)
N(a) — set of articles which term «a» article has links to.

N(b) — set of articles which term «b» article has links to.
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Terms semantic similarity measure Je

Ruthes-based graph contains thesaurus concepts as nodes
and “Subclass of” relations as edges.

Ruthes-based semantic similarity is calculated as follows:
* Depth (distance from tree root) of two terms closest

common ancestor is calculated.
* |f common ancestor is found, similarity is calculated using

formula: Ly
T = ’
Py TP

where p,— path from tree root to common ancestor,

p; — path from tree root to the first term.
P, — path from tree root to the second term.




Automatic answer assessment quality

Estimated based on 112 students answers using following criteria:

1. Right answers grade correlation [Apr NAgy|

with experts: €c = — - 1009%,
| Ac |

. =y

)

_wr 04w 1009,

: A
2. Wrong answers grade correlation: [ Az

= [Acr 0 Aca| + [Awr N Ay |

- 1009%,
|4

3. All answers grade correlation:
Ay — set of answers marked by expert as right; 4 — set of all

answers; A,,— set of answers marked by system as right;
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Table of answers processing results

D Ouenka  |Ouenxa “
bausocrb
CTYACHTa _|mper, CHCT.
npoc: K 0606maomm nokasatensm HCrnonb30BaHMs OCHOBHBIX
hoH10B OTHOCATCSH
Itanon: Gougooraua, GoH10 eMKOCTh, GOHI0BOOPYKEHHOCTD,
[Tpouent copnagenns: 98,1
POLIEHT COBNAACHHA BePHBIX 0TBETOB: 100
[TpoueHT coBafeHus HeBepHbIX 0TBETOB: 96,5
h)omomom,(bmmwmqa, (OHI0BOOPYKEHHOCTD ||118 ||l l[l H Pacuér
'bomoenom 130 o log7 | pocuer
uyuenm usnoca, xoadduument obopora, GoHL0 EMKOCTS, 148 | logr o
H10BOOPYKEHHOCTb, I 8 | A




Concept extraction example

INexTPUILCKan eMKOCTL
BmectumocTs_(napamerp)
Emxuit (KpaTkuit M CopepXaTensHbli)

Cocyn_(emecrunmwie)
EmkocTs

INEKTPHNLCKIR EMKOCTL
EMKOCTL (3nexTpuuecxas)

x|




[DoHao] <> [@oHao] : 1
[EmkocTe] <> [EMkocTs] @ 1

[@ownpooraaval <> [KoadoduumenT wanocaj : 0

Ouenxa,6666656666666667

]
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Results analysis: Test Vel Je

e=98,1%; ec=100%; ew=96,6%,;
1. System grades contains errors caused by incorrect or
Incomplete concepts extraction from Wikipedia and Ruthes
databases.
2. One of three terms was extracted incorrectly.
3. Complex term ¢ponmoémrocts Was split in two terms donmo
and émkocthb by syntactic analyzer; term ¢gona0BOOpPY:KEHHOCTH
IS missing In both Ruthes and Wikipedia. As a result system grade
was too high.
4. Conclusion: additional subject area ontology is required for
proper terms extraction along with general purpose resources.
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Results analysis: Test A22 J¢

e =84,5%; e.=81%; e, =89,7%;

1. In 8 cases system grade was too high, in 1 case too low.

2. One of the answer variants «AMopTu3anus —
IJIAHOMEPHBIN MPOIECC MEPEHOCA CTOUMOCTH NMPOAYKIUHA
o0beKkTaM OCHOBHBIX GoHI0B.» contradicts correct answer.

3. System counts this answer as correct because the same words

are used as in correct answer.

4. Conclusion: not only set of terms is important but also

relations between them.
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Results analysis: Test ¥e3
e =954,1%; e.=0%; e,=100%;
1. Teacher has included some optional parts in correct answer.
2. None of student answers was graded as correct by system due to
following reasons:
 Information duplication. Correct answer contains both subject
definition and examples, which leads to its length increase. Length
(number of terms) is one of values used for grade calculation.
« Students tend to answer as short as possible.
 Teachers are often satisfied with student’s short answers.
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Results analysis: Test Ne4 J¢

e=1754%; e.=12,5%; e, =100%;
1. Statistically Test 4 results are closed to Test 3 results.
2. Grade drop in tests 3 and 4 has different causes:
* Test 3 correct answer has information duplication, while test 4
correct answer was incomplete.
* Test 4 complete answer Is 75% longer than answer specified by
teacher.
« Students show additional knowledge from sources other than
correct answer or textbook. Teachers can assess this knowledge
for higher grade while system cannot.
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Reference answer composition algorithm

1. Reference answer should be complete and only contain relevant
Information without duplication.
2. Reference answer should be split into a set of components each

reflecting a single complete thought.
3. System must automatically estimate weight of terms in student

answer and reference answer.
4. If student answer is incomplete, system should be able to ask

additional questions.
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