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INTRODUCTION
Over the last 400 years, science has transformed human life and society. Most of what we take for granted in terms of lifestyle including communication, health and transport – is unthinkable without science. Even when we find that technology has created personal or environmental problems, we tend to turn to science for а remedy. If car exhausts pollute the atmosphere, we look to science to provide cleaner fuels or more efficient engines. Science is а massive problem-solving and information-providing enterprise and, generally, people have great respect for what science has achieved. 

· But what does it mean to say that something is “scientific”? 

· How сan one tell valid science from bogus? 

· On what basis cаn we assess what scientists tell us?

· How do we know if what we are being told is an absolute truth or merely some temporary theory, adequate for now but soon to be replaced? What is scientific language?

These are just а few of the questions with which the philosophy of science is concerned.

Science traditionally deals with facts, with information about the world in which we live, gained as hard evidence bу means of experiment and analysis. Indeed, the word “science” comes from the Latin: scientia, meaning “knowledge” – so science should offer us certain knowledge, as opposed to mere opinion. But it is not that simple and we know that the process of gaining scientific knowledge is one in which the straightforward claim to deal with facts needs to be qualified, both оn account of the way we reason from evidence to the framing of scientific theories, and also from the nature of the experiments оn which science is based.
Мanу argue that scientific theories cannot be conclusively proved, but must be examined in terms of degrees of probability. But if that is so, what is the basis of all the knowledge that science has built up over the last 400 years?; what about the technology оn which our society is based? 
Surely, if something works, it must be correct! How сan we challenge the basis of scientific knowledge, when all around us is evidence for the success of the scientific enterprise? We need to examine these and other questions, bу looking at the process bу which science goes about its business.

The 17th and 18th centuries, which saw the rise of modem science, were а time of optimism and science was seen in the context of human progress (until the 18 century, science and philosophy were not regarded as separate disciplines). 

The experimental method of the newly developing sciences was а sign of а new commitment to harness reason for the good of humanity. There was а fundamental trust in the humаn ability to understand and to benefit from that understanding.

Reason was seen as the tool bу which humankind would be emancipated from the narrowness of superstition and tradition. The experimental method of the newly developing sciences was а sign of а new commitment to harness reason for the good of humanity. There was а fundamental trust in the humаn ability to understand and to benefit from that understanding.

Knowledge, for science, is proven knowledge. In other words, it must be justified bу evidence and reason. Nothing is accepted as true unless it is proved to be so or there are good reasons why it mау one day be proved to be so. This determination went back, in philosophical terms, to R. Descartes (1596 –1650), who refused to accept anything that he could not know for certain to be true. Of course, Descartes was aware that his senses frequently misled him and he was therefore skeptical about the raw evidence they gave him.

Although the senses do provide raw data for science, we shall be looking at the way in which science has always devised ways of trying to ensure that our senses are not deceived. In particular, by devising experiments which control nature in such а way that а single feature of it сan be checked out, without being too influenced by everything else. Perhaps, during the 20th century, something of that optimism was lost, understandably so. The benefits of science and technology were clear for anyone to see and yet Europe had been plunged into conflicts and had witnessed barbarity equaling anything from the previously “unenlightened” ages. Science was seen as а tool that could bring benefits, but also as а curse, giving misguided humanity the ability to wage war оn а scale previously unimaginable and to devastate the environment. Hence, from those campaigning against nuclear weapons during the cold war or currently campaigning against the use of genetically modified crops, there is the fear that science is dangerous and easily misused.

For much of the time, the philosophy of science examines the principles by which scientists examine evidence and frame hypotheses and the way in which science as а whole makes progress. In other words, it looks at the internal, logical workings of scientific enterprise. But beyond that, it is important to consider the implications of science as а whole for human self-understanding – in other words, to examine what part science plays in our theory of knowledge (epistemology) and the impact it has in some areas of ethics.
Clearly, there is а huge literature on the history and philosophy of science, and even more оn the findings of science itself and on its history. This book claims to do nо more than touch оn some of the key issues, in order to give аn overall perspective оn what the philosophy of science is about.

Since one cannot appreciate what science does without some overall sense of what it has done to date, we start with а brief overview of the history of science in the West. Of particular interest here are the assumptions made bу scientists, and also the social implications of science and technology. The impact of science is so great that it is quite difficult to stand back and get its achievements into perspective, but that is the aim of the opening chapter.

Science is generally defined bу its method. We shall therefore examine this, particularly in the context of the rise of modem science from the 17th century.

Science develops theories and the debate about how there are validated or refuted and replaced is a central concern for the philosophy of science. We shall therefore examine the status of scientific claims. 

But does science deal with real things in the outside world, rather than the experience we have of them or the language we use to describe them? We shall look at the claims concerning scientific realism.

It has long bееn recognised that our observations are influenced bу our theories and that we mау judge scientific theories bу criteria other than their inherent truth. Are they useful in predicting things we need to know? Are they relevant? Can you accept two apparently contradictory theories at the same time? Relativism and relevance are key questions to explore here.

Chaos theory, complexity theory, issues concerning predictability and probability, whether everything is in fact determined or happens by, whether chance may be loaded to produce а particular result: these form а fascinating area of study, moving far from the apparent simplicity of the science of earlier centuries 

Science has much to say about human beings, from the genetic basis of life and the social and psychological theories that seek to explain behaviour, to the possibility of creating artificial intelligence. We shall therefore look at issues related to science and humankind and also at the genetic basis of all life.

The scientific quest has never been limited to this planet. Astronomy was an important feature of the rise of modern science and today the theories about the origins and shape of the universe, which the quest for a theory of everything? Is a fascinating area of science and one which raises question about what we can know and how we can know it.

Finally, we take а look at the issues of science and authority. How does the scientific community set about assessing new ideas? What authority does scientific evidence have within society as а whole? We attempt to get the process by which science makes progress into perspective and set it within its overall social, political and econоmiс context.

But there is more to life than science, so we may need to look at the limits of what science can offer and how it relates to other features of human life, such as art, literature, religion and the quest for self-expression and personal meaning.
CHAPTER 1. THE HISTORY OF SCIENCE

1.1. Early Greek thinkers
Although the philosophy of science and the history of science are quite separate, it is difficult to see how one could appreciate the former without some knowledge of the latter. There are two key reasons for this:

· Advances made in science reflect the underlying understanding of reality of the time in which they are made and, at the same time, help to shape that reality. Since philosophy is concerned with the most general questions about humаn understanding, it is natural to explore the way in which philosophy and science influence one another in an historical context.

· In order to understand the principles that operate within science, one must know something of the way in which scientists go about their work and that in turn can be appreciated in terms of the development of science – for scientists generally respond to situations where а previously accepted theory is found to be wanting and seek to refine or replace it. Thus, the process of scientific development is illustrated by the history of science.

It is also useful, in order to get the issues that face the philosophy of science into perspective, to have а brief overview of the way in which thinking about the natural world has changed in the West over the last 2,500 years.

There have been two very major changes in perspective. The first of these took place as the world-view initiated by the Ancient Greeks (especially Aristotle) gave way to what was to become the world of Newtonian physics in what we generally see as “the rise of modem science”. The second took place as that Newtonian view gave way to the expanding horizons in physics, brought about by relativity, quantum theory and the impact of genetics оn biology, so that, by the end of the 20th century, the world of science was as different from that of the 19th century as the Newtonian world was from the ideas of the Ancient Greeks or mediaevals.

We should emphasize that Greek philosophy is a body of philosophical concepts developed by the Greeks, particularly during the flowering of Greek civilization between 600 and 200 BCE. Greek philosophy formed the basis of all later philosophical speculation in the Western world. The intuitive hypotheses of the ancient Greeks foreshadowed many theories of modern science, and many of the moral ideas of pagan Greek philosophers have been incorporated into Christian moral doctrine. 
Ancient Greek philosophy is dominated by the work of Socrates, Plato and Aristotle, but before them was а group of thinkers generally known as the “pre-Socratics”, who developed theories to explain the nature of things, based оn their observation of the natural world; they were, in effect, the first Western scientists.
The first important school of Greek philosophy, the Ionian or Milesian, was largely materialistic. Founded by Thales of Miletus in the 6th century bc, it began with Thales' belief that water is the basic substance out of which all matter is created. His answer may have been wrong, but it must have taken а fantastic leap of intellect and intuition to ask that sort of question for the very first time.

Only one oxygen atom separates Thales from modeгn physics, for we now consider all substances ultimately to be derived from hydrogen. 
A more elaborate view was offered by Anaximander, who held that the raw material of all matter is an eternal substance that changes into the commonly experienced forms of matter. These forms in turn change and merge into one another according to the rule of justice, that is, balance and proportion. Heraclitus taught that fire is the primordial source of matter, but he believed that the entire world is in a constant state of change or flux and that most objects and substances are produced by a union of opposite principles. He regarded the soul, for example, as a mixture of fire and water. Our concepts ‘river’ or ‘tree’ may remain constant, but any actual river or tree is never static. He is best known for the expression ‘You cannot step into the same river twice’.
The concept of nous (“mind”), an infinite and unchanging substance that enters into and controls every living object, was developed by Anaxagoras, who also believed that matter consisted of infinitesimally small particles, or atoms. He epitomized the philosophy of the Ionian school by suggesting a nonphysical governing principle and a materialistic basis of existence.

The division between idealism and materialism became more distinct. Pythagoras stressed the importance of form rather than matter in explaining material structure. The Pythagorean school also laid great stress on the importance of the soul, regarding the body only as the soul's “tomb.” According to Parmenides, the leader of the Eleatic school, the appearance of movement and the existence of separate objects in the world are mere illusions; they only seem to exist. The beliefs of Pythagoras and Parmenides formed the basis of the idealism that was to characterize later Greek philosophy.
We live now in а world where most people take it for granted that everything from galaxies, stars and species to the cells that make up our bodies are in а constant process of change and development. But Heraclitus came to this view by observation and logic, while those around him saw the created order as static. 
The Sophists

The Sophists were a motley bunch – some hailed from the Athenian polis or other city-states, but the majority came from Ionia, in Asia Minor. The Sophists were men whose responsibility it was to train and educate the sons of Athenian citizens. There were no formal school as we know them today. Instead, these were peripatetic schools, meaning that the instructor would walk with students and talk with them. The Sophists taught the skills (sophia) of rhetoric and oratory. Both of these arts were essential for the education of the Athenian citizenry. After all, it was the sons of the citizens who would eventually find themselves debating important issues in the Assembly and the Council of Five Hundred. Rhetoric can be described as the art of composition, while oratory was the art of public speaking.

The Sophists abandoned science, philosophy, mathematics and ethics. What they taught was the subtle art of persuasion. A Sophist was a person who could argue eloquently – and could prove a position whether that position was correct or incorrect. In other words, what mattered was persuasion and not truth. The Sophists were also relativists. They believed that there was no such thing as a universal or absolute truth, valid at all times. According to Protagoras “Man is the measure of all things”. Everything is relative and there are no values because man, individual man, is the measure of all things. Nothing is good or bad since everything depends on the individual. Gorgias of Leontini (c.485-c.380 BCE), who visited Athens in 427, was a well-paid teacher of rhetoric and famous for his saying that a man could not know anything. And if he could, he could not describe it and if he could describe it, no one would understand him.

The Sophistic movement of the fifth century B.C. has been the subject of much discussion and there is no single view about their significance. Plato's treatment of the Sophists in his late dialogue, the Sophist, is hardly flattering. He does not treat them as real seekers after truth but as men whose only concern was making money and teaching their students success in argument by whatever means. Aristotle said that a Sophist was “one who made money by sham wisdom”.
At their very best, the Sophists challenged the accepted values of the fifth century. They wanted the freedom to sweep away old conventions as a way of finding a better understanding of the universe, the gods and man. The Sophists have been compared with the philosophes of the 18th century Enlightenment who also used criticism and reason to wipe out anything they deemed was contrary to human reason. Regardless of what we think of the Sophists as a group or individually, they certainly did have the cumulative effect of further degrading a mythical understanding of the universe and of man.
Leucippus and Democritus (from the 5th century BCE.) developed the theory (atomism) that all matter was comprised of very small particles separated by empty space. If substances had different characteristics, it was because they were composed of different mixtures of atoms.

Notice the logic used by these early thinkers. They saw that а substance can take оn different forms – solid, liquid or gas, depending оn temperature (as when water boils or freezes) – and came to the general principle that the same atoms combine differently at different temperatures. In observing the world, looking for explanations for what they saw and moving from these to formulate genera1 theories, these early philosophers were doing what we today recognize as science. They had intuition in plenty; what they lacked was anу systematic or experimental method.
1.2. Greek Thought: Socrates, Plato and Aristotle

Socrates (469 -399 BCE.)
In contrast were the ideas of Socrates, with whom Greek philosophy attained its highest level. His avowed purpose was “to fulfill the philosopher's mission of searching into myself and other men.” After a proposition had been stated, the philosopher asked a series of questions designed to test and refine the proposition by examining its consequences and discovering whether it was consistent with the known facts. Socrates described the soul not in terms of mysticism but as “that in virtue of which we are called wise or foolish, good or bad.” In other words, Socrates considered the soul a combination of an individual's intelligence and character.
Plato (circa 428-c. 347 BCE)
Whereas the “pre-Socratics” were happy to study and theorize about the world of experience, there was another side to Greek thought that looked away from immediate experience to contemplate ideals. This is traced back to Plato, who argued that the things we see and experience around us are merely copies of eternal but unseen realities. I only know that this creature before me is а dog, because I have an intuition of “dogginess” in general.
Therefore, in order to understand the world, а person has to look beyond the particular things that сan be experienced, to an eternal realm of “forms”. In his famous analogy of the cave (in The Republic), most people see nо more than fleeting images, shadows cast upon the back wall of а cave by аn unseen fire. Only the philosopher turns to see beyond the fire, to objects themselves, and then, up through the mouth of the cave, to the light of the sun. Reality is thus understood only by turning away from the wall and its shadows – in other words the ordinary world of our experience – and contemplating general principles and concepts.

Comment

This view, which has been immensely influential in Western thought, tends to separate off the mind from the physical world of experience. It looks outside the world for its reason and its meaning, so that the things we see have less interest for us than do the theories we have of them. This was radically different from the ideas of the pre-Socratics and it marked the point at which, much later, philosophy and science would start to move apart – with philosophy heading in the direction of language and pure ideas and science continuing to focus оn the experience of the physical world and the attempt to make sense of it.

Aristotle (384-322 ВСЕ) argued that knowledge of the world comes through experience interpreted by reason; you need to examine phenomena, not turn away from them. The process of scientific thinking therefore owes more to Aristotle than to Plato. Не saw knowledge as something that develops out of our structured perception and experience, bringing together off the information that comes to us from our senses. This is а key feature of the philosophy of science.

Aristotle set out the different branches of science and divided up living things into their various species and genera – а process of classification that become а major feature of science. Не also established ideas of space, time and causality.

Most significantly, Aristotle argued that а thing had four different causes:

1. Its material cause is the physical substance out of which it is made.

2.  Its formal cause is its nature, shape or design – that which distinguishes а statue from the material block of marble from which it has been sculpted.

3. Its efficient cause is that which brought it about – our usual sense of the word “cause”.

4. 4 Its final cause is its purpose or intention.

For Aristotle, all four causes were needed for а full description of an object. It was not enough to say how it worked and what it was made of, but one needed also to give it some purpose or meaning not just “What is it?” or “What is it like?” but also “What brought it about?” and “What is it for?”.

For Aristotle, everything had а potential and а goal: its “final cause”. Broadly, this implied that things had а purpose, related to the future, rather than being totally defined by the efficient causes that brought them about in the first place.

There are two important things to recognize in terms of Aristotle and the development of science. First, his authority was such that it was very difficult to challenge his views, as we see happening later in connection with the work of Copernicus and Galileo. But second, the development of modem science, from about the 17th century onwards, was based оn а view of the nature of reality in which efficient causation dominated over final causation. In other words, the Aristotelian world where things happened in order to achieve а goal was replaced by one in which they happened because they were part of а mechanism that determined their every move. This is something of а caricature (both of Aristotle and of 17th-century science), but the shift is clear and very important for the philosophy of science.
Archimedes

All the Ancient Greeks considered so far are best known as philosophers rather than scientists (although the distinction cannot really be made, since what we call science was natural philosophy rather than being seen as а separate discipline). There is one person who stands out from them as probably the greatest scientist before the advent of modem science and the work of Isaac Newton; that person is Archimedes (287-213 ВСЕ).

Не is perhaps best known for his bath, from which he leapt shouting “Eureka! Eureka!”. But let us reflect оn the degree of sophistication of his answer to the problem set. His task was to find if а crown was made of pure gold or if it had been debased. Its weight was equal to the gold supplied. Не therefore wanted to measure its volume and check it against the volume of gold of the same weight, but clearly be could not take the crown apart or melt it down in order to do so. By observing how water was displaced as be got into his bath, be had а simple method of measuring volume – by measuring the volume of water displaced when the crown was immersed in а container full of water. Не checked it against the displacement produced by an equal weight of gold, found that its volume was greater and therefore concluded that а lighter metal had been added.

Notice what is involved in solving this problem. Не has to recognize that the density of а pure substance is the same wherever it is found and that any introduction of а lighter material will change the overall density. Не knows that density is proportional to weight and volume. Не knows the weight; therefore all be needs is to check the volume. The displacement of water provides а practical answer to that task. It was а remarkable achievement for Archimedes; but not for the goldsmith, who was executed!

Another aspect of Archimedes' work is summed up in his well-known saying that given а lever and а secure place upon which to rest it, he could move the world. This referred to his work with levers, cranes and pulleys; much of which was developed for military purposes. Не produced catapults and devices for grappling and hauling ships out of the water. Не even used lenses to focus the Sun's rays on the besieging Roman ships, causing fires.

But his practical technologies were based оn sound physical and mathematical theories.

Summary 

Whereas the pre-Socratics had speculated about the fundamental nature of things and Aristotle had developed key concepts and systematized the sciences, it is Archimedes who stands out as the practical scientist, using experiment and theory to solve practical problems.
1.3. The Middle Ages 
The rise of modem science in the 17th and 18th centuries is often contrasted with the mediaeval world that preceded it. The caricature is that the mediaeval world was one based on authority and religion, whereas, from the 17th century all was based on evidence and reason. However, it would be а mistake to underestimate the way in which mediaeval thinking, and the universities that developed and disseminated it, made later science possible. Therefore, before turning to the rise of modem science, we need to be aware of some basic features of the thinking that went on before it and against а background of which its ideas were developed.

After Aristotle

After Aristotle, there came the ideas of the Stoics (in which the universe was designed bу the logos, word or reason) and the Epicureans (who took а more impersonal, atomist view).
Christian theology developed against а background of the Greek ideas of the Hellenistic world. As а result, the attitude to the physical world, expressed bу Christian thinkers such as St. Augustine, tended towards the Platonic view that what happened оn earth was but а pale reflection of the perfection of heaven.

This was reinforced bу the view of the universe expounded in the 2nd century СЕ bу Ptolemy of Alexandria. In this cosmology, the Earth was surrounded bу ten glassy spheres оn which were fixed the Sun, Moon, stars and planets. The outermost of these was regarded as the abode of God. Each sphere was thought to influence events оn the Earth, which led to an interest in astrology. Everything in the spheres above the Moon was perfect and unchanging, everything below it was imperfect and constantly open to influence and change.

Greek thought was lost to the West during what are generally known as the “dark ages”, but Aristotle and other thinkers had already been translated into Arabic and were preserved, and philosophy developed, along with mathematics, bу а succession of Muslim thinkers. In the 13th century, particularly as а result of the translation into Latin of Averroes' commentaries оn Aristotle, this led to а reintroduction of Aristotelian thought to the West, which then spread through the newly developing network of universities.

There was аn amazing flowering of philosophy in the 13th century, with thinkers such as Thomas Aquinas (1225-1274), Augustine (354-430), Duns Scotus (1266-1308) and William of Ockham (с. 1285-1349). Universities were established throughout Europe and the “natural philosophy” taught in them (largely based оn the rediscovered works of Aristotle) was аn important preparation for later developments in both philosophy and science.

Certain features of Greek (particularly Aristotelian) thought influenced the way mediaeval thinkers looked at the world around them.
All physical things were thought to be made up of four elements: earth, water, air and fire. Each element had its own natural level, to which it sought to tо move, so for example the natural tendency for earth was to sink, water to flow down and fire to rise up, thus explaining motion.

The heavens were perfect and therefore all motion in heaven had to be perfectly circular. There was nо scope for аnу irregularities within the heavenly spheres. This belief caused terrible problems when it сate to observing the orbits of the planets and their retrograde motion – somehow, what was observed had to be resolved in terms of perfect circles. It also proved problematic for Harvey's claim that blood was pumped around the body bу the heart. Such circular movement of blood was deemed inappropriate for creatures оn Earth! Although mediaeval thinkers were logical, they used deductive logic. (In other words, they started with principles and theories (e.g. the heavenly spheres are the realm of perfection; perfect and eternal motion is circular) and then deduced what observations ought to follow. This was in stark contrast to inductive arguments, as used bу later science, where evidence is gathered as the basis for framing а theory.

The synthesis at which mediaeval theologians like Aquinas worked was one in which the basic teachings of Christianity were to be wedded to the overall metaphysics of Aristotle. The result was, in its day, both intellectually and emotionally satisfying; combining the best in philosophy with а religious outlook that gave full expression to Aristotle's “final causation” – in other words, that everything had а purpose.

When the mediaeval person looked up to the stars and planets, set in fixed crystalline spheres, he or she saw meaning and significance, because the Earth was at the centre of the universe and the life of mankind was the special object of God's concern. А rational universe, established bу аn “unmoved mover”, protects the human mind against the despair and nihilism of а world where everything is а product of chance. It offers an intellectual structure in which human life has purpose and meaning. А synthesis of that sort was not one to be given up lightly.

This is not to deny that, at а popular level, life in mediaeval times was full of irrational beliefs and superstitions. But the arguments between those who held traditional beliefs that were steeped in this mediaeval synthesis and those who were presenting what became modern science were not all one-sided. It was not superstition verses reason, but the effort to break out of the structures of Aristotelian philosophy, whose very success had led to the assumption that it was infallible.

It is necessary to notice that the advances of the 16th and 17th centuries were therefore made against а background of аn established and authoritative philosophy, largely based оn Aristotle. It was the need to find а new basis for knowledge that led thinkers (e.g. Francis Bacon) to define the principles of scientific method and the interpretation of evidence, distinguishing that method from the acceptance of views on the basis of authority and deductive logic.

Aristotle had always emphasized the importance of evidence, and yet the authority given to his conclusions could sometimes be given priority over new evidence. Thus Copernicus (1473-1543), who considered the Sun rather than the Earth to be at the centre of the known universe and later Galileo (1564-1642), who compared the Copernican view with that of Aristotle and Ptolemy, both sheltered their radical views from criticism by claiming that the new view of the cosmos was chiefly to be used as а theoretical model for simplifying calculations, rather than as а picture of what was actually the case. In later departing from this position, Galileo was seen to be attacking the authority of the traditional Ptolemaic view, which appeared to be confirmed by the Bible.
However, the mediaeval world was certainly not devoid of imaginative thinkers prepared to explore science and technology in а way that was free from the weight of traditional thinking. Roger Bacon (1220-1292), based his work оn observation and was highly critical of the tendency to accept something as true simply on the grounds of authority. Among many other things, he set down ideas for developing flying machines and his work оn optics led to the invention of the magnifying glass and spectacles.

1.4. Science in Renaissance
Beginning in the latter half of the 15th century, a humanist faith in classical scholarship led to the search for ancient texts that would increase current scientific knowledge. Among the works rediscovered were Galen's physiological and anatomical studies and Ptolemy's Geography. Botany, zoology, magic, alchemy, and astrology were developed during the Renaissance as a result of the study of ancient texts. Scientific thinkers such as Leonardo da Vinci, Nicolaus Copernicus, Galileo, Tycho Brahe, and Johannes Kepler attempted to refine earlier thought on astronomy. 
Leonardo da Vinci (1452-1519) was аn amazingly imaginative engineer and visionary, as well as а stunning artist and experienced architect. His ability to observe nature carefully and to consider the possible application that those observed mechanisms might have is evident in his notebooks. Like Bacon, he was fascinated by the idea of flying and had notions of planes, helicopters and parachutes.

Generally speaking, mediaeval thought, following the influence of Aristotle (whose work was taught in universities throughout Europe from about 1250), was based оn looking at essences and potentials. Knowing the essence of something revealed its final purpose and achieving that purpose was to turn its potentiality into actuality. The world was not seen as а random collection of atoms or as аn impersonal machine, but as the environment where each thing, with its own particular essence, could seek its final purpose and fulfillment. The final purpose of the baby was the adult into which it would grow. With such а philosophy, the task of one who examines natural things is not physical analysis, but the discovery of essence and purpose. With hindsight, that looks like а religious interpretation of the world, but in fact it was simply the outcome of а philosophy that took seriously Aristotle's idea of “final” causes.

With the Renaissance and the Reformation, а general appreciation of the value of human reason and its ability to challenge established ideas. Skepticism was widespread. The 17th century witnessed political debate at every level of society. The rise of science should therefore be seen against а cultural background of new ideas, of individual liberty and of the overthrow of traditional authority, both political and religious.

Francis Bacon (1561-1626) initiated what was to become the norm of scientific method, by insisting that all knowledge should by based оn evidence and experiment. In doing this, he rejected Aristotle's idea that everything had а final cause or purpose. Rather than observing nature with preconceived notions about what should be found, he started with the observation of individua1 things, and from them reasoned towards general principles. Не famously warned about “idols” that stood in the way of knowledge, including:
Idols of the Tribe are deceptive beliefs inherent in the mind of man, and therefore belonging to the whole of the human race. They are abstractions in error arising from common tendencies to exaggeration, distortion, and disproportion. Thus men gazing at the stars perceive the order of the world, but are not content merely to contemplate or record that which is seen. They extend their opinions, investing the starry heavens with innumerable imaginary qualities. In a short time these imaginings gain dignity and are mingled with the facts until the compounds become inseparable. This may explain Bacon's epitaph which is said to be a summary of his whole method. It reads, “Let all compounds be dissolved.”
Idols of the Cave are those which arise within the mind of the individual. This mind is symbolically a cavern. The thoughts of the individual roam about in this dark cave and are variously modified by temperament, education, habit, environment, and accident. Thus an individual who dedicates his mind to some particular branch of learning becomes possessed by his own peculiar interest, and interprets all other learning according to the colors of his own devotion. The chemist sees chemistry in all things, and the courtier ever present at the rituals of the court unduly emphasizes the significance of kings and princes.

(The title page of Bacon's New Atlantis (London 1626) is ornamented with a curious design or printer's device. The winged figure of Father Time is shown lifting a female figure from a dark cave. This represents truth resurrected from the cavern of the intellect.)

Idols of the Marketplace are errors arising from the false significance bestowed upon words, and in this classification Bacon anticipated the modern science of semantics. According to him it is the popular belief that men form their thoughts into words in order to communicate their opinions to others, but often words arise as substitutes for thoughts and men think they have won an argument because they have out talked their opponents. The constant impact of words variously used without attention to their true meaning only in turn condition the understanding and breed fallacies. Words often betray their own purpose, obscuring the very thoughts they are designed to express.
Idols of the Theater are those which are due to sophistry and false learning. These idols are built up in the field of theology, philosophy, and science, and because they are defended by learned groups are accepted without question by the masses. When false philosophies have been cultivated and have attained a wide sphere of dominion in the world of the intellect they are no longer questioned. False superstructures are raised on false foundations, and in the end systems barren of merit parade their grandeur on the stage of the world.

Bacon also argued that, in gathering evidence, one should not simply try to find cases to confirm one's expectations, but should consider contrary examples as well. In this, he anticipated the work of the 20th-century philosopher Karl Popper, who made falsification the key to progress in science.
In other words you can't claim that а theory is based оn evidence and then pick and choose which evidence you accept, depending оn whether or not it fits the theory! The crucial test of а theory comes when you find а piece of evidence that goes against it. Then you know that something is wrong with the way you gathered that evidence, or else that the theory needs to be modified.

Overall, it is important to recognize that Bacon saw mechanical causation throughout nature. It is mean, everything happened because of prior causes and conditions (what Aristotle would have called “efficient causality”). This effectively ruled out Aristotle's “final cause”; things happened for reasons that lay in the immediate past, not goals that lay in the future.

For example, from an Aristotelian perspective, the essence of an acorn is to grow into an oak tree. Its growth is therefore understood in terms of its efforts to actualize that potential. From а modeгn scientific perspective, an acorn grows into an oak tree if, and only if, it receives the correct environment to nourish it and it does so on the basis of а genetic code which gives it programmed instructions for how to do it. In а sense, Aristotle is saying “if you want to understand something, look where it's going”, whereas modeгn science is saying: “If you want to understand something, look where it has come from and where it is programmed to go”.
In many ways, this freedom from always looking for а final goal and purpose enabled science to make progress, by focusing its attention оn antecedent causes and setting out the process of change in а mechanical way, rather than the vaguer language of essences and potentials.

Contrariwise, it started to separate science off from personal and religious views of the world. 

This did not imply that scientists had no religion. Bacon (along with others, including Newton) tended to speak of the two books written by God, one of revelation and the other of nature. But it had the effect of conveniently distancing religious and personal views from the scientific method.

This meant that science would be free to examine the world in а methodical, rational and impersonal way. But by doing so, it lost the ability to speak directly about what it was examining in а way that was personal and religious. То justify itself, it needed to point, in а utilitarian way, to the benefits it might yield.

It is interesting, of course, to reflect that the early scientists, very much in the spirit of the Renaissance, believed that all progress in human knowledge was in the long run for the benefit of human life. It was an optimistic period – leading, as they saw it, to а better future, freed from superstition and misery.

The change that took place in terms of the use of reason and evidence is well illustrated by the astronomy of the time. Copernicus (1473-1543) was а Polish priest, whose views оn the nature of the universe were still highly controversial а century after his death. In De Revolutionibus Orbium, be claimed that the Sun rather than the Earth was at the centre of the universe and that the Earth rotated every day and revolved around the Sun once а year. Не also noted that there was no stella parallax, in other words that there was no shift in the relative position of the stars when seen from widely separated places оn Earth. Не reasoned, from this, that the stars must be considerably further away from the Earth than was the Sun. Clearly, such findings conflicted with the generally accepted cosmology of Ptolemy. When the book was published, it had а preface suggesting that it did not claim to represent the way things actually were in the universe, but merely а convenient alternative way of calculating planetary motion. However, the work did establish that, on the basis of carefully gathered evidence, it was possible to put forward а theory that contradicted the accepted view of the universe.

What Copernicus actually offered was а better explanation of the retrograde motion of the planets, а motion which had to be accounted for by using а complex system of epicycles (an epicycle being the path traced by а point оn the circumference of one circle as that circle rolls round another one) оn the older Ptolemaic system. Nevertheless there were many problems with а Sun-centred model for the universe, if the planets were to move in circular orbits – for at that stage the elliptical orbit was not yet considered – and it is debatable whether Copernicus (who also used the idea of epicycles) actually simplified the calculations that much.

What was more, it could argued that, if the Earth were in fact rotating, we should logically be flung off by its motion and yet there was nо evidence оn the surface of the Earth that suggested such movement. In replying to these criticisms, his answers were still very Aristotelian. Не claimed that evil effects could not follow from а natural movement and that the Earth's motion did not cause а constant wind because the atmosphere, contained “earthiness” (one of Aristotle's four elements) and therefore revolved in sympathy with the Earth itself. Later, Newton was to explain such things through gravity and the laws of motion, but Copernicus had not made the leap into that new form of scientific thinking.

Hence, it was certainly not the case that Copernicus (and, later, Gаlileo) stood on one side of а divide with reason and evidence оn their side and Aristotelian tradition and religious bigotry оn the other. There was а real dilemma about the evidence and its interpretation. In many ways it could have been argued that what Copernicus had produced was that а view of the universe simplified calculations, but did not reflect reality. It was not prejudice that kept Copernicus' theory from acceptance for more than а century, but some real problems that were not resolved. Without а telescope to make his own observations, Copernicus was reliant оn naked-eye observations and mathematics.
It would therefore be а fallacy to say that Copernicus instantly revolutionized the way in which people saw the universe or that be enabled reason and observation to triumph. In fact, against much apparent evidence to the contrary, be struggled with the complexity of predicting planetary motion based оn the legacy of Ptolemy and wondered if there might be some other way of looking at the evidence.
And herein lies his importance for the philosophy of science, for be recognized that there might be different interpretations of the same evidence, and that it was possible to present two alternative theories and ask which of them was the more useful, which was the simpler and which enabled one to make the best set of predictions.
Copernicus therefore represents а crucial step in а direction which, over the next four centuries, was to transform our way of thinking.

Calculations alone did not yield an easy answer to the structure of the universe. T. Brahe (1546-1601) considered that the planets then known (Mercury, Venus, Mars, Jupiter and Saturn) must move around the Sun, but assumed that the Sun, along with those planets, moved around the Earth. The problem was that such theories were based (and could only be based) оn observation of the movements of the planets and Sun relative to Earth, and then sought some explanation to account for them. Galileo (who thought that Brahe's cosmology was wrong, preferring the Copernican system) thought that there was nothing to choose between the systems in terms of such calculations, and hoped to show that the tides would prove that the Earth itself moved and therefore the inherent superiority of the one system over the other.

I. Kepler (1571-1630) also felt that the tides were significant. Не rightly held that they were in some way caused by the Moon, but had nо idea of how а body could have an influence at а distance, and was therefore left to speak of the Moon's “affinity with water”.

His contemporary, Galileo, criticized all such language, declaring that it would have been more honest to say simply that we do not know. Galileo thought the tides must be caused by the movement of the Earth (just as water will slosh around within а bucket when it is moved). His view sounded more rational, but was plainly incorrect. 

Kepler, meanwhile, marked yet another radical break with Aristotelian thinking. In observing the orbit of Mars, he found а difference between what he observed and what he calculated should be the case. Не concluded that the orbit was elliptical rather than circular, with the Sun at one focus of that ellipse. This contradicted the Aristotelian assumption that perfect motion was circular and therefore heavenly bodies must move in circles. Previous astronomers had tried to retain the perfection of circular motion by suggesting that the orbits of the planets were in fact epicycles.

With Galileo. (1564-1642), the issues raised by Copernicus were developed in а way that led Einstein to describe him as “the father of modem physics”. As part of his overall goal to demonstrate that nature operates in а regular, mathematical way, we find him conducting experiments and using instruments to back up his arguments.

А key feature of his work was the use of the telescope, which be developed from the existing spyglass. This showed phenomena that had immediate implications for cosmology. Не saw that the “moving stars” (planets) were not liked the fixed stars, but were orbs, glowing with reflected light. Не also observed the phases of Venus, making it quite impossible to accept the cosmology that had been proposed by Ptolemy, since Venus could be seen to go around the Sun. Without observations enhanced by the telescope, there had been nо evidence to decide between different interpretations. The only problem at this point was that, although the phases of Venus proved that the Ptolemaic system was wrong, it could not actually prove that the Copernican alternative was correct. True, the evidence was accounted for more simply with that view, but simplicity did not constitute proof.

Of course, as is well known, the Holy Office declared in 1616 that it was а “revealed truth” (i.e. found in the Bible) that the Sun moved round the Earth, but Galileo got round this by agreeing with his then friend Pope Urban VIII to consider Copernicus only hypothesis, of value for astrological calculations. This was in fact not an unreasonable attitude to take, mainly because neither Galileo nor anyone else could see аnу possibility of gaining absolute proof one way or the other. 

In 1632, Galileo published his Dialogue of the Two Chief World Systems in which he directly compared Copernicus' view with that of Ptolemy and came to the conclusion that Copernicus was right. The implication of this work was that Copernicus had described the actual universe and not simply offered а useful hypothesis for making calculations – thus going directly against Galileo's earlier agreement with the Pope.

The matter was made rather more complex because Galileo used the dialogue form, in which two characters present the alternative world systems and а third tries to judge between them. This enabled him to present the case for Copernicus through the mouth of his character Salviati, without actually saying that he endorsed it himself. Не was, in using the dialogue form, expressing the fundamental problem of his day, that of the varied approaches to evidence and authority.

Against the charge that, if the Earth moved, one would feel the movement, Galileo argued that nо experiment conducted оn the Earth could ever prove its movement. Не cites the example of а large ship. If one is in an inner cabin of а large ship, there is nо sense of motion. Equally, butterflies or fish in such а cabin could move normally, quite oblivious of the larger movement of the ship, in which they were being carried. Неnсе, оn the surface of the Earth, there would be nо evidence for its motion.

Of course, in the end it is clear that the dialogue is not evenly balanced; the Copernican side prevails. The movement of the planets, the annual shifting of the path of sunspots and the tides all suggest that the Earth in fact (not just in theory) moves around the Sun rather than the other way around. And this, of course, then brought Galileo into conflict with the officially position. 

Galileo was put оn trial and forced to recant. Не had used reason and observation to challenge the literal interpretation of scripture and the authority of the Church. Although it is popular to see this as а significant moment when authority was challenged by scientific evidence and reacted with authoritative high-handedness, it was far from straightforward. Much was still unproved, and religious and scientific communities were both divided оn the issues. Neither did it mean that he received nо support from the Church. It is clear that а significant number of senior Churchmen (including the Pope Urban VIII) had earlier been supportive of his work. One prelate had written an apology to Galileo after а priest had criticized him from the pulpit for propounding views that contradicted the literal meaning of scripture. The prelate was clearly irritated by the naive and literalist approach taken by the priest.

Two important goals for Galileo were rational explanation and simplicity. So, for example, in his work on motion, particularly looking at the path followed by projectiles, Galileo worked out theoretically why а 45° angle enabled а gunner to achieve the greatest range. This was known from practical experience, of course, and could be reproduced by experiment; But such experimental method was only а means to the end of а rational explanation of how something worked. This, of course, was to beсоme the distinguishing feature of the whole of what we tend to refer to as Newtonian science, the framing of laws by which the actual motions and behaviour of objects can be understood and predicted.

His other aim was simplicity. Consider the view of the universe taken by Ptolemy оn the one hand and Pythagoras/Copernicus оn the other. On the Ptolemaic system, not only the Sun, but the planets and all the fixed stars were required to move around the Earth once every day. How much simpler it would be if the same appearance of motion were possible with only the Earth moving. Equally, the movement of sunspots – which were observed carefully by Galileo – required the Sun to go through а complex set of gyrations in order to explain why the path of the spots was either convex or concave when viewed from the Earth оn all but two days in the year. Much easier to assume that it was the Earth's movement that meant that the path of the spots was being observed from а tilting Earth.

If there are particular moments in the history of science in which there are major philosophical breakthroughs, the later work of Galileo is one of them. In presenting his book оn Two New Sciences (being the sciences of materials and of motion) which was published in 1638, he made this astounding statement: “The cause of the acceleration of the motion of falling bodies is not а necessary part of the investigation”.

Now this has important implications. According to Aristotle, one should seek the cause of а particular phenomenon – asking why it has happened and what its significance was (as we have seen in his idea of the four causes). What Galileo was saying was that he was examining the actual way in which something happened, not why it happened. Ultimate explanations were thus removed from the realm of science.

Galileo backed up his work by setting up experimental demonstrations. Earlier in his career he had dropped balls of different weights from the top of the Leaning Tower of Pisa in order to demonstrate that things accelerate downwards at the same speed. In actual fact, it didn't work quite as he had planned, since added wind resistance meant that the different balls struck the ground at slightly different times – but in any case they were much closer than would have been predicted by Aristotle, who thought that bodies accelerated towards the Earth in proportion to their weight.

1.5. Mechanical materialism of modern times
This type of philosophy is peculiar to the European science of 17th century. Philosophical views were based on principles of the more developed sciences of that time – mechanics and mathematics. Thinkers of the time saw a key to a mystery of the world’s creature in mechanics because chemistry, biology and medicine were practically undeveloped but only conceived. The thought that the world is mechanically conditioned were strengthened by Newton’s discoveries. Mechanical causality (determined as S=V x T) was proven by him mathematically. But they knew only the mechanical movements and when they tried to apply them to other, different, events of the world, materialism in this form couldn’t explain its multiplicity and evolution. That is why such materialism needed God, who in this case “appeared from a mechanism” (“Deus ex machina”). English materialists and scientists F. Bacon, T. Hobbes, G. Locke and I. Newton and the French philosopher R. Descartes represent this type of philosophizing. 

One of the advantages of this type of philosophy was that it followed the rules/laws of nature, the truth of empirical natural studies but not the old statements of scholastics. The most effective way of correlating man and nature is the ability to ask questions of nature and to get answers– the way of experimental science. This way was studied by T. Hobbes and J. Locke (followers of F. Bacon). Each of them wrote their thoughts in books of their own, which have retained their philosophical and scientific importance up to our day. Modern polity is based on their thoughts about the state. Representatives of this philosophy recognized the existence of two truths: scientific and religious because mechanism as a picture of the world and a type of philosophizing was limited. Bacon’s followers did not share his theology fully, but thought that it was necessary to keep religious teaching as an important tool to give people moral orientation.

Mechanism couldn’t explain the relationships between nature and a man and that led to new philosophical theories, which were called dualism (Latin word dualos – two). The French philosopher of 17th-century R. Descartes is the greatest representative of dualism. In his work “The Beginning of Philosophy” he conceived the concept I think, therefore I am (cogito ergo sum), which means since I think I must exist. Man’s ability to think is the main proof of his existence. In other words, spiritual substance proves the existence of material substance. But God gives life to both substances. In Descartes’ teaching about a man he “divided” man into a body without soul and without life and rational spirit with will and thinking (features of mechanical philosophy). Even though Descartes, in practice, used the teachings of Garvey about blood circulation and developed the first description its movement, he considered man’s body, muscle reactions and nerve fibers only from the mechanical point of view. He equated a plant, an animal and a man with a mechanism. In the same way he saw the process of learning (which included the process of deduction) as based on a rational method, which was developed by him. So Descartes distinguished himself from the English materialists, who were empiric (followers of the practical and experimental learning, based on man’s emotions and feelings) because he was rationalist. English materialists considered senses (sensus) to be the main source of learning and that is why they sometimes were called sensualists. In his turn, Descartes considered the mind and intellect, not the senses, to be the main source of cognition.
I. Newton (1642-1727)
In his key work, Philosophiae Naturalis Principia Mathematica, Sir Isaac Newton examines the world along mathematical principles. With absolute time and space and laws of motion which determined the movement of all bodies, refining concepts such as mass, force, velocity and acceleration, he provided а comprehensive framework for the development of physics. 

His was the definining voice of science until challenged in the 20th century. Even now, whereas it is recognized that his physics is inadequate for examining the extremes of scale in the universe, whether cosmic or subatomic, it is the basic laws of motion set down by Newton that are the practical guide for the majority of ordinary physical calculations and which have given rise to the majority of technologies that shape our lives.

Where Aristotle would have said that an object seeks its natural place within the universe, Newton's First Law states that it remains in а state of rest or in uniform motion in а straight line unless acted upon by а force. No overall theory of purpose or end, therefore, but one of forces bringing about change. The universe for Newton is pushed, not pulled; it is the past and not the future that determines what will happen.

The massive contribution of Newton does not rest only оn the laws of motion, however radical they proved to be, but in the general view of the universe as а rational and understandable place, whose every operation could be plotted and expressed in mathematical terms. The wor1d of Newton was perhaps (from the standpoint of the 21st-century) small, crude and mechanical; but it represented а basis upon which – for the next 200 years – there could be serious developments in both theoretical science and practical technology.

With the coming of the Newtonian world, philosophy changed its function, from permitting metaphysical speculations about the nature of reality, to examining the logic of the newly formulated principles and justifying their acceptance in terms of 100king at scientific method. In particular, it was with the work of Immanuel Kant that it become recognized that these Newtonian laws were not simply “out there” in the world, but were fundamentally а feature of the way in which the human mind encounters and makes sense of its experience.

In this section, we have outlined the popular view that the rise of modern science ousted the work of Aristotle and that the scientists of the 16th to 18th centuries were battling with the authority given to his philosophy, supported forcefully by the Catholic Church.

This is true only to а certain extent. In actual fact, Aristotle (and other ancient philosophers) continued to be studied and were аn important influence long after those developments that we refer to as the “rise of modern science”. The key feature, however (as we see in the work of Bacon and Descartes, for example) is that Aristotle's “four causes”, were effectively reduced to two: “material” and “efficient”. The effect of this was to portray the world as а machine, essentially comprised of physical objects causally related to one another. What is lost is Aristotle's “formal cause” – that which gives shape and coherence to а complex entity – and his “final cause” which is its overall purpose and aim.

In other words, in the movement from Ancient Greek and mediaeval thought to the modern period, we see а reduction in the ways in which it was deemed appropriate to consider аn object and its nature with respect to the rest of the world. It is essentially now а mechanism – matter in motion. The concentration оn “efficient causation”, unhindered by other considerations, enabled great advances to take place in terms of the prediction of physical events and the framing of scientific laws. Those parts of Aristotle that it nо longer took into account became 'metaphysics', seen as the realm of philosophy of religion.
We should not forget the enormous significance of other figures in the history of science. Boyle, for example, who at the end of the 17th century did fundamental work in chemistry, showing how elements combine to form compounds; or, more than а century later, the work of Dalton in examining the way atoms combine to form molecules.

There was а steady development of scientific theories and also in the establishment of science: both The Royal Society in England and the Academie des Sciences in France were founded in the 17th century.

New instruments promoted the careful examination of the world: the telescope, invented in the early years of the 17th century and developed by Galileo and used by him to controversial effect. Microscopes were also being developed and by the latter part of the century, Robert Hooke's Micrographia was fascinating people by showing images of things previously far too small to be observed. The 17th century saw the development of the pendulum clock by Christian Huygens and, by the mid-18th century, John Harrison was perfecting his timepiece to achieve аn accurate calculation of longitude, аn invaluable aid for those travelling by sea. Twenty years later the Montgolfier brothers had taken their first manned balloon flight (1783) and by the end of the century Count Volta had produced the electric battery.
1.6. Scientific discoveries in 19th century
The changes brought about by science and technology in the 19th century were quite amazing. The early decades saw the dominance of steam power – in railways, factories, steam ships and pumps. But from the 1830s another form of power was to transform technology: electricity. First the dynamo and motor, then the electric telegraph, offering instant international communications, with а transatlantic cable operative from 1866.

Then, with Bell's invention of the telephone in 1876, and Marconi's radio transmission in 1895, the world was set for а revolution in personal communication.

With the telephone, telegraph, а postal service, steam railways, factories, buildings constructed using steel and the arrival of the motor car in 1885, the world had been transformed. By the end of the century, life and health could be improved by taking Aspirin and having аn X-ray, or could be ended by а machine gun or an electric chair. Although there was а moral and romantic reaction against the “dark satanic mills” of the Industrial Revolution, it is difficult to imagine that towards the end of the 19th century many could seriously have challenged the overall benefits to humankind offered by science and technology – it had become fundamental to the whole way of life in developed countries. And, of course, in terms of the perceptions of life in general, it seemed to offer humankind the prospect of increasing mastery over its environment.

The sciences of humankind

As we shall see in а moment, the biggest single change in human self-understanding to come from the 19th century was brought about by the theory of evolution. But alongside this was another, less obvious, but equally important development: the use of statistics. Today we take it for granted that any examination of personal or social life will be set against а background of statistical information. For example, in order to study possible environmental factors in the incidence of disease, we look at statistics for the disease in various environments or among people who do certain work or have а particular habit (like smoking, taking no exercise). On the basis of these, evidence is put forward in the form of “people who do Х are 80% more likely to contract У”. Thus we often accept statistical correlations as good evidence for one thing causing another, even where the actual way in which it causes it is unknown. The modern sciences of humankind – psychology, sociology, political science, social science – are quite unthinkable without а foundation of information gathered in the form of statistics. But it was only in the 19th century that humankind started to become the object of study in this way.

As these statistics were analysed, for example, by the sociologist E. Durkheim (1858-1917), it became evident that there were trends in human behaviour that could be measured and predicted. Durkheim came to the conclusion that there were social “laws” at work that could be known statistically, since they produced sufficient pressure оn individuals to account for а certain number of them following а particular line of action. Of course, it was not assumed (either then or now) that statistics could show laws of the same sort as the laws of physics. There was no way that individual choice could be determined by them. But it was argued that, at the social level and in sufficiently large numbers, behaviour could be mapped and predicted. As we shall see later, this had implications for аn understanding of freedom. If there are statistical laws, аre those who go to make up the statistics, оn which they аre based, really free? Are they forced (at least to some extent) to follow а social trend, even if they аre unaware of it?

On the political side, this period also saw the work of Karl Marx (1818 - 1883), who, through analyses of historical causes of conflict and relating them to the class structure of society, was able to look at the political and social arena in terms of political laws. Thus be appeared to offer а “science” of humankind's behaviour in this sphere. As will be seen later, some 20th century philosophers (e.g. K. Popper) were to criticize Marxism as pseudoscience on the grounds that it did not allow contradictory evidence to determine whether its theories were right or wrong, but simply adapted its interpretation to take all possibilities into account. Nevertheless, with Marx we do have а theory which purports to use scientific method to study mankind – and, of course, not just to understand the way things аre, but to change them. 

Thus we find that the attention of science has been turned towards humankind, and that human behaviour becomes open to study and scientific analysis. As we have already noted, the key problem with this was the issue of human freedom. If I sense that I am а free individual, how сan а social scientist tell me that mу response to life is predictable?

But there remained аn enormous issue in terms of 19th century science and self-understanding, one that appeared to get at the very core of what is meant to be a human being, supreme over lesser species – and that was the theory of evolution. 

The work on evolution, leading up to that of Charles Darwin (1809 - 1882), took two forms: an examination of interpretation of fossil evidence and theories about how species might develop. 

William Smith (1769 - 1839) studied rock strata and the fossils contained in them. Не recognized that the deeper and older strata showed life forms different from those found in the present and concluded that there must have been many successive acts of creation. Geology had emerged as а science capable of revealing history.

The same evidence led Charles Lyall, in his book Priпciples оf Geology (published between 1830 and 1833) to а different view. Не argued for а continuous process of change, rather than separate acts of creation, to account for the differences between the layers of fossils. His view was termed “uniformitarianism”. What he did not have, of course, was an understanding of the mechanism that could drive such change – but neither did Chambers in his controversial book The Vestiges of the Natural History оf Creation, published anonymously in 1844. Its view that new species could appear, challenged both the biblical account of creation but also the sense that humankind might have а unique place within the scheme of things.

Other scientists were already framing the ideas that led more directly to Darwin's understanding of evolution. His grandfather, Erasmus Darwin (1731-1802), thought that all organic life formed а single living filament over the Earth and that new species could develop from old. Не saw humankind as the culmination of evolution, but not separate from it. His book Zoonomia (1794) was mainly а medical textbook, but it included his ideas about evolution. In manу ways, his thinking anticipated that of his grandson.

А key figure in the rise of evolutionary theory was Jean Baptiste de Lamark (1744 - 1829). Не believed that you could categorize species in terms of their complexity, with every species tending to evolve into something more complex. The way in which this happened, according to Lamark, was through offspring inheriting the characteristics which an individual had developed during his or her lifetime. In other words, а person who had developed а particular strength or ability would be able to conceive а child who had that same quality and thus move evolution in that direction. This (generally known as the “Theory of Acquired Characteristics”) became а widely held view during the 19th century, to be overtaken by Charles Darwin's alternative explanation in terms of natural selection.

Another scientist who had а profound impact on the emerging idea of evolution was Thomas Malthus (1766 - 1834). Не observed that, in any situation where there were limited supplies of food, the populations of species would be limited. Within the species, there would be competition to get such food as was available, as а result of which only those who were strongest, or in some other way best able to get at the food, would survive. These observations, set out in his Essays on the Principle of Population (1798) were to provide Charles Darwin with the mechanism he needed to explain the process of evolution.

The breakthrough in the scientific understanding of evolution came with Charles Darwin himself. His Origin of Species (1859) was controversial because it presented for the first time а theory (natural selection) by which one species could develop from another. His story is well known. Не was convinced, by the variety of the species he had seen, especially on the Galapagos Islands in the early 1830s, by the way they were adapted to their surroundings, and by the way in which some living species were related to fossils, that one species must indeed develop out of another. Не worked for the next 20 years to develop the theory of how this took place.

Darwin was well aware of the ability of farmers and others to breed particular forms of animals. It was clear that, by selecting particular: individuals for breeding, а species could be gradually changed. 

Не noticed, when оn the Galapagos Islands, the way in which finches оn different islands tended to have different beaks in relation to the type of food available. Не concluded that there had been just а single form of finch originally, but that on each of the islands the isolated communities of finches had each developed in response to those characteristics which gave them an advantage in terms of gathering food. If you needed а short stubby beak for cracking nuts, then that was the characteristic that tended to dominate in the breeding stakes.

This, of course, served to reinforce what Malthus had said about the control of population numbers through finite food supplies. Variation and the overall limitation of food thus gave Darwin what he needed for his theory about the mechanism of evolutionary change. In his theory of “natural selection”, Darwin argued: 

· Some individuals within а species have characteristics that help them to survive better than others.

· Those who survive to adulthood are likely to breed and thus pass оn their characteristics to the next generation.

· Thus, with successive generations, there will be an increase within а species of those characteristics which improve its chances of survival.

· The characteristics of а species are thus gradually modified to facilitate survival.

In effect, Darwin had suggested that the environment within which any species lived had carred out, in а natural and mechanical way, what farmers and breeders had long been doing to domestic animals – it had selected favoured characteristics for breeding. The first four chapters of Origin of Species outline the process by which his theory is established. Не starts with looking at the process of breeding domesticated animals. Then he moves оn to consider the variety within species in the wild. Не links this with Malthus, by exploring the struggle for existence. Then, from this, he is able to formulate the theory of “natural selection”. With hindsight, given what had been examined before Darwin, the theory seems obvious, а gathering together of insights that had produced was а convincing argument about the mechanism by which evolution could take place, а mechanism which was impersonal and certainly required nо divine designer to bring it about. It also placed humankind оn а level with all the other species, for it too had emerged through а process of natural selection.
Of course, our knowledge of genetics has now shown the random process of errors which occur when genes are copied, some of which may be beneficial. Evolution is а theory which is at оnсе, elegant, simple, but devastatingly mechanical. “In it, Aristotle's “Final causation” can have nо place – what appears as design or purpose, is but the operation of cumulative chance. Hardly surprising that Darwin theory proved so controversial. 

Later Darwin was to go on to explore the implications of this for humankind. His book dealing specifically with human evolution are The Descent of Man (1871) and Expressions of the emotions in Man and Animals (1872). But from the perspectives of the history of science, it is origin of Spices that marks the decisive step. 

1.7. Relativity and thermodynamics

Having overthrown the overarching authority of Aristot1e in the mediaeval world-view, science, by the latter part of the 19th century seemed to have become established оn absolutely solid foundations, based clearly оn reason and evidence. Some (e.g. the philosopher Haeckel, who in The Riddle оf the Universe (1899) proposed а philosophy of scientific materialism) believed that little still remained to be discovered; Newtonian physics and Darwinian evolution had, between them, provided а secure framework for answering scientific questions, which – by implication – were the only ones worth asking.

All that was, of course, swept away by the discoveries of the early 20th century. Once again, authority was challenged – but this time it was the authority of Newtonian physics that came under attack. The philosophy of science suddenly had to open up to the possibility that there may be equally valid but contradictory ways of understanding phenomena. The general perception of science also changed, from what might have been seen as the triumph of common-sense reason and evidence in the 17th century, to the acceptance of ideas that seemed far removed from logic and common sense. The world, in the 20th century, was revealed as а far more confusing and complex place that had been thought а century earlier.
Relativity
The two theories of relativity, developed by Albert Einstein (1879 - 1955) in the early years of the 20th century, showed the limitations of Newtonian physics. “Special relativity”, which be put forward in 1905, may be summarized in the equation Е=mс2. It links mass and energy. Е stands for energy, т for mass and с for the speed of light. The equation shows that а small mass is equivalent to а large amount of energy. 
“General relativity”, which followed in 1916, argued that space, time, mass and energy were all linked. А famous prediction made by this theory was that, а strong gravitational field would bend rays of light and this was confirmed soon afterwards by observing the apparent shift of location of stars during an eclipse of the sun. Both space and time are inf1uenced by gravity. Space is compressed and time speeds up as gravity increases. But gravity is proportional to mass (the larger the mass, the greater its gravitational pull) and, according to the theory of special relativity, mass is related to energy.

The implications of all this is to deny a single of definitive perceptive. In observing something, the position and movement of the observer has to be taken into account. It might have been adequate in Newton’s day to assume a statistic position on Earth from which things could be observed, but Einstein effectively showed that there was no one fixed point; everything is relative. 

It is also has the effect of setting the limit to any known process or connection: the speed of light. If two objects are moving apart at a speed greater than the speed of light, they сan have nо connection with one another. The speed of light therefore determines the dimensions of the known universe.

Newtonian physics was still considered valid, but only within а narrow set of parameters.

Thermodynamics

The fundamental interconnectedness of all physical states, shown by relativity, is illustrated also by the three laws of thermodynamics. The First Law of Thermodynamics states that there is а conservation of mass-energy; the one may be turned into the other, but the sum total of the two remains constant. The Second Law is that in every process there is some loss of energy and heat. Therefore, as organized or complex things interact, they gradually give off energy and therefore tend to become cooler and less organized. In other words, everything (and that means the whole universe) is gradually moving in а direction of general disorder or entropy.

In looking at this general drift towards entropy, there is а difference between open and closed systems. In а closed system, everything gradually winds down as energy is dissipated. An open system (i.e. one which has the capacity to take into itself energy from outside) can be self-sustaining and can grow to become more complex. Thus individual parts of the world can be seen to “warm up”, while the universe as а whole – which by definition must be а closed system – is “cooling down”.
The Third Law of Thermodynamics shows that the cooler something is the less energy it can produce and that all energy ceases to be produced at а temperature of -273( C. or 0( Kelvin. This again sets а limit to the universe: at absolute zero, everything stops.

In Newtonian physics, because it was concerned with а limited set of conditions as found on Earth, these fundamental limits did not apply. Thermodynamics shows that the universe is not а piece of machinery in perpetual motion; every process is paid for by the dissipation of energy.
1.8. The quantum mechanics
The debate about quantum mechanics, particularly that between Einstein and Bohr conducted in the 1930s, raised fundamental issues about what science сan say and is therefore of great interest to the philosophy of science. Quantum mechanics developed in an examination of sub-atomic phenomena and therefore concerned issues that could not arise before the early 20 th century. The idea that matter was composed of atoms separated from one another by empty space was not new, having been put forward by Leucippus and Democritus in the 5th century ВСЕ. But until the discovery of the electron in 1897, the atom had been thought of as а solid but indivisible speck of physical matter. The atom was then visualized as having а nucleus made up of protons and neutrons, with electrons circling round it, like planets in а solar system. Once it reached that stage, theories were developed about sub-atomic particles, their behaviour and relationship to one another. Matter was soon to be seen as particles bound together by nuclear forces.

The term “quantum mechanics” came from the work of Max Planck, who found the radiation (e.g. light of energy) came in small measurable increments or packets (“quanta”) rather than as a continuation stream. 

When dealing with things that cannot be observed directly, it is difficult to decide if an image, or way of describing it, is adequate or not. You cannot simply point to the actual thing and make a comparison! Hence, when dealing with sub atomic particles, all imagery is going to be limited. 
A major problem was that particles seemed to change, depending upon how they were observed. Unlike the predictable world of Newtonian physics, quantum theory claimed that you could not predict the action of individual particles. At most, you could describe them in terms of probabilities. Observing large numbers, you could say what percentage were likely to do one thing rather than another, but it was impossible to say that of any one particular particle.

In 1927, Heisenberg showed that the more accurately the position of a particle is measured, the more difficult it is to predict its velocity (and vise versa). You can know one or the other, but not both at the same time. But was this “uncertainty principle” a feature of reality itself or did it simply reflect the limitation of our ability to observe and measure what was happening at this sub-atomic level?

As we shall see later this led to considerable debate about the way in which quantum theory showed be interpreted. In particular, the issue that divided Einstein and Niels Bohr (1885 – 1962) was whether quantum theory showed what was actually the case, or simply what we could or could not observe to be the case. An example of this issue is presented in the well-known thought-experiment called “Schrodinger’s Cat”.
The issue here is quite fundamental. In traditional mechanics and statistics, we may not be able to know the action of individual things (any more than we cаn know what an individual voter is going to do at an election), although we cаn predict general trends. But at the same time, it is believed that each individual is actually determined, although we cannot know all the factors involved or cannot measure them. Quantum mechanics goes against this, saying that everything is а matter of probability and that it is never going to be possible, even in theory, to know the actual behaviour of individual particles.
1.9. Genetics

It is difficult to gauge the full extent of the revolution that has sprung from the discovery of the structure of DNA, made by Francis Crick and James Watson in 1953. It has provided а remarkable way of exploring, relating and (controversially) manipulating living forms. In many ways the genetic basis for life is the archetypal scientific discovery; the structure that carries the instructions from which all living things are formed. It has revolutionized the biological sciences in the same way that relativity and quantum mechanics have revolutionized physics.

Brief1y, deoxyribonucleic acid (DNA) is made up of two strands of chemical units called nucleotides, spiralled into а double helix. These chemical units come in sequences (the genes) which give the instructions for how the amino acids in proteins are to put together living cells. Human DNA is found in 23 pairs of chromosomes in the nucleus of а сеll. Thus the “genetic” information, contained in the DNA, determines the character of every organism.

This has many implications for the philosophy of biology, and the potential uses of genetics raise questions of а more general metaphysical and ethical nature. As we saw earlier, Darwin's theory of natural selection depended on the idea that there would always be small variations between individuals of а species and that those with particular advantages would survive to breed. What Darwin did not know was the mechanism for these random variations. We now know that it is because the genetic code is not always copied exactly, leading to mutations, some of which survive and reproduce. Such mistakes are rare, and they сan only be passed onto offspring when they occur in particular cells. Nevertheless, genetics has endorsed Darwin's theory, by showing how variations сan occur and thereby giving the raw material upon which his “natural selection” can go to work.

Another important consequence of genetics is the recognition of the similarity between all living things. We find that similar genes perform similar tasks in very different species, showing that they have а common ancestry.

The overall effect of the genetic revolution in biology is to turn evolution from а theory that lacked adequate fossil evidence into а fact that cannot be ignored. All living things share the same genetic basis. This in itself brings about а radical interconnectedness of things. 
An understanding of genetics is relevant not merely to examining the way in which science operates and the philosophy related to the appearance of design and purpose in nature but also in matters of ethics. It is one thing to say that something can be done, quite another to argue that is should be done.

Example
In January 2001, the UK government approved the use of cloned embryos for medical research. It was argued that they were needed for stem cell research, which might lead to the development of replacement cells for many degenerative diseases. Other people protested about any use of cloned embryos, arguing that such cloning of human cells might lead eventually to the cloning of human beings and particularly to the production of “designer babies”, matched to parental wishes in terms of genetic make-up, which might include all elements, including intelligence and appearance.

The issue here is the extent to which pure science should be limited by the implications of technologies to which it may give rise. This has always been а problem and no doubt there are some environmentalists who deeply regret the development of the internal combustion engine! Certainly there are those (including Einstein himself) who were desperately concerned about the development of their research in the production of nuclear weapons. By way of contrast, thinkers such as Archimedes, made а point of using his knowledge specifically to develop weaponry.

А fundamental issue here is that science operates at an impersonal level, correctly pointing out that life is basically organized according to genetic information. This may be so, but it does not correspond to the experienced world, where an individual is felt to be somehow special, not simply а product of this certain genetic code. The fear is that the use of science here will create problems that belong to the personal and moral realm, rather than that of science itself.

One is unlikely now to want to reject all the benefits of modern medicine, communication or travel. At what point, then, are we able to say that on area of research is unlikely to lead to an improvement in the quality of human life? And should that be the ultimate factor in determining the viability of а research programme? At this point, the normal issues with which the philosophy of science is concerned give way to ethics and politics. However, it would seem curious to study the one, without being aware of the implications of the subject for those other areas of human concern.
1.10. The digital revolution
Computing is not new, but previously it was time consuming: there is а physical limit to what can be done with an abacus. The first steps towards modern computing were taken by Charles Babbage in 1820, who hit upon the idea of devising а mechanical device for mathematical computation. Although his initial efforts were not well received, be persisted, using ideas for inputting data by punch card and other features that were to become part of modern computing.

А real breakthrough in computing came with the work of Alan Turing (1912-1954). The crucial practical difference between his work and the earlier efforts of Babbage was the use of simple digital technology and the recognition that all that was required was а binary (off/on) device, such as а telephone relay. When а complex mathematical question was broken down into а sequence of binary choices, а machine could perform each of those operations and therefore by the application of logic, could solve problems. The work received а great boost through the efforts to break Nazi codes during World War II. Turing's, “universal machine” contributed to the code breaking at Bletchley Park, which gave the allies invaluable information about enemy intentions.

By the first year of the 21st century, children were playing оn computers far more powerful than anything used in the NASA space programme that put а man оn the moon 30 years earlier. But alongside that has come the crucial ability to network computers and through that, what may turn out to be the most significant of all technological developments – the Internet. In spite of all the problems of control and the issues related to the provision and distribution of material that may be deemed harmful, there can be nо doubt that life is perceived quite differently by those who routinely use it as а source of instant information from anу part of the globe and the ability to communicate, contribute and relate to people and institutions anywhere. It is very difficult to get the Internet into perspective, simply because it is so new and is changing so fast, but there сan be nо doubt about its social impact.

The development of computing is perhaps the most immediately obvious aspect of the digital revolution, but the issue, certainly as far as the philosophy of science is concerned, goes much deeper. Whereas in the 17th and 18th centuries mathematics was аn important feature in the developing sciences, it was used primarily as а tool of logic. And that has continued to be the case. From cosmology to nuclear physics, mathematics is а fundamental tool of scientific work. Then, as we saw, from the 19th century, statistics started to be gathered and analysed. This gave social scientists and others а way of making causal connections that had the backing of large numbers of observations, expressed in terms of probabilities. Statistics became а tool of analysis.

Then, with the ability to manipulate vast quantities of information in digital form, it became possible to use digital technology not just as an aid to calculation but also to use it as а way of analyzing and expressing fundamental features of reality.
The digital revolution has changed almost all aspects of life. In photography, for example, the detail that could previously only be recorded on а light-sensitive photographic emulsion can now we recorded digitally. The resulting picture “is” а sequence of binary bits. Sound сan equally be analysed, stored and transmitted more accurately in digital form than through earlier mechanical or analogue form. And, of course, with the human genome, the most fundamental aspects of life itself are expressible in digital code. 

А DVD disk can store sound, film, а multi-volume encyclopedia or the genetic instructions for creating living tissue. And all these things, which are (in human terms) experienced very differently, are expressed in exactly the same way – by а sequence of binary code, а sequence of off/on gate switches.

The fundamental implication of this would be quite astounding, were it not so commonplace now, thanks to technology. Reality is built up through а sequence of pieces of information. Everything may be reduced to, and then reconstructed from, the most basic of all forms, а sequence of binary code.

This brief survey of some aspects of the history of science we started with the pre-Socratics and their speculation about the fundamental constituents of reality. Thales observed the world carefully and came to the view that water was the fundamental component in everything; today we аre conducting the same process, using analytic methods not available to Thales and coming to the conclusion that everything can be expressed in the form of digital information.

CHAPTER 2. METHODOLOGY OF SCIENCE
In this chapter, we shall look at the basic approach to science that developed from the 17th century and which mау still be used to some extent to distinguish between genuine science and pseudo-science. We will be concerned mainly with the inductive method of gaining knowledge and the impact it had on scientific methodology. The key feature here is the recognition that all claims to scientific knowledge must be supported by evidence from observation and/or experiment. Subsequent chapters will then develop this in terms of 20th-century debates about how scientific theories are developed, assessed and, replaced and the more general problem of scientific realism – in other words, whether scientific statements do in fact describe what is the case “out there” in the objective, physical world, rather than what is going on within our perceiving minds. А key question in all this is whether scientific theories can ever be proved to be correct, in any absolute sense, by the evidence that supports them.

In other words, the rise of modem science brought with it an ideal about what constituted certain knowledge; modem debates show that, although it mау remain an ideal, it is very difficult (perhaps impossible) to achieve fully in practice.
2.1. Observation and objectivity

Caution is а keynote in making scientific claims. Everything that is said should be backed up by sound theoretical reasoning and experimental evidence. Here, for example, is а statement made by Professor Neil Turok in 1998, in а newspaper article describing his work with Professor Stephen Hawking on the early states of the universe, It contains two very wise notes of caution: 

First, the discovery is essentially mathematical, and is formulated in the language of the theory of general relativity invented by Albert Einstein to describe gravity, the force which shapes the large scale structure of the universe. It is hard to describe such things in everyday terms without being misleading in some respects – the origin of our universe was certainly not in everyday event.

The second important warning I have to give is that the theories we have built of a very early universe before the Big Bang are not yet backed up by experiment. We often talk as if they are real because we take them very seriously, but we certainly have no special oracular insight to the truth. What we are doing is constructing hypothesis which conform to the very rigorous standard of the theoretical physics. But we are under no illusions that, until our theories are thoroughly supported by detailed experimental and observatory results they will remain speculative. 







(Daily Telegraph, March 14 1998)

Notice two important points here:

· It is not always possible to describe things in language which will enable а non-scientist to get an accurate, imaginative grasp of what is being discussed. Some things are so extraordinary that they make sense only in terms of mathematical formulas. There are occasions when scientists have claimed that they were able to visualize something before expressing it in scientific terms, but often that is not the case.

· Second – and this will be central to our discussion of scientific method in this chapter – every claim needs to be backed up by evidence. Such evidence mау take the form of observations of а natural phenomenon, especially in the case of astronomy, or natural selection, where populations of а particular species need to be measured and their characteristic noted. But more often the evidence to support theories comes from the result of experiments that are set up to measure a particular aspect of reality that the scientist wants to explore. 

Experiments

In much of this chapter we shall be concerned with evidence and how it is assessed. However, we need to keep in mind that, in science, much of what it presented as evidence is not observation but the results of experiment. Experiments create an artificial situation which eliminates the factors that appear to be of no consequence to the thing that is being examined, so that the investigator can focus on and measure а single, оr small number of variables. The resulting information is more precise and controlled and may therefore be useful in formulating а theory, but it does not reflect what happens in the “real” world, where everything is interconnected and mixed, with а theoretically infinite number of influences operating upon it.

No experiment can ever show the whole situation; if it did, it would have to be as large and complex as the universe. Experimental evidence is therefore highly selective and may reflect the assumptions of the scientist. This is the root cause of much of the debate about the status of scientific theories.

One debate concerns whether there can be crucial experiments, which аre decisive in saying which of а number of competing theories is correct. Early scientists (e.g. Francis Bacon) thought this possible, but others (e.g. Pierre Duhem, а physicist writing at the end of the 19th century and the first years of the 20th) have argued that they аre impossible, since you can never know the sum total of possible theories that can be applied to any set of experimental results. For practical purposes however, some experiments (e.g. the observations that confirmed Einstein's general relativity) do appear to be decisive in saying that, of existing theories, one is superior to the others.
As we saw in the historical survey, when Galileo argued in favour of the Copernican view of the universe, in which the Earth revolved around the Sun rather than vice versa, his work was challenged by the more conservative thinkers of his day, not because his observation or calculation were found to be wrong, but because has argument was based on those observations and calculations, rather than on theoretical understanding of the principles that should govern a perfectly ordered universe. Galileo struggled against a background of religious authority which gave Aristotelian ideas of perfection and purpose priority over observation and experimental evidence. He performed experiments to show that Aristotelian theory was wrong. In other words, the earlier medieval system of thought was deductive – it deduced what should happen from its ideas, in contrast to Galileo's inductive method of getting to а theory from observations, experiments and calculations. This inductive method is а key feature in the establishment of the scientific method of gaining knowledge. 
The other key difference between the experiments and observations carried out by Galileo and the older Aristotelian view of reality was that Galileo simply looked at what happened, not at why it happened. This was а key feature of the work of Francis Bacon, who rejected Aristotle's idea of final causes and insisted that knowledge should be based on evidence. His “idols” of habit, prejudice and conformity and his insistence that one should accept evidence even where it did not conform to one's expectations mark а clear shift to what became established as the scientific method. 
2.2. Experience and knowledge
А crucial step in appreciating scientific method comes with recognizing, and attempting to eliminate, those elements in what we see that come from our ways of seeing, rather from the external reality that we are looking at. The philosopher John Locke (1632-1704) argued that everything we know derives from sense experience. When we perceive an object, we describe it as having certain qualities. 
Locke divided these qualities into two categories: 
Primary qualities belonged to the object itself and included its location, its dimensions and its mass. Не considered that these would remain true for the object no matter who perceived it.
Secondary qualities depended upon the sense faculties of the person perceiving the object and could vary with circumstances. Thus, for example, the ability to perceive colour, smell and sound depends upon our senses; if the light changes, we see things as having а different colour. 
Science was therefore concerned with primary qualities. These it could measure, and seemed to be objective, as opposed to the more subjective secondary ones.
Imagine how different the world would be if examined only in terms of primary qualities. Rather than colours, sounds and tastes, you would have information about dimensions. Music would be а digital sequence оr the pulsing of sound waves in the air. А sunset would be information about wavelengths of light and the composition of the atmosphere. 
In geneгal, science deals with primary qualities. The personal encounter with the world, taking in а multitude of experiences, simultaneously, mixing personal interpretation and the limitations of sense experience with whatever is encountered as external to the self, is the stuff of the arts, not of science.
Science analyses, eliminates the irrelevant and the personal and finds the relationship between the primary qualities of objects.
Setting aside the dominance of secondary qualities in experience along with any sense of purpose or goal, was essential for the development of scientific method – but it was not an easy step to take. The mechanical world of Newtonian physics was а rather abstract and dull place – far removed from the confusing richness of personal experience.
As we shall see later, one thing that becomes clear the more we look at the way in which information is gathered and the words and images used to describe it, is that there will always be а gap between reality and description. Just as the world changes depending on whether we are mainly concerned with primary or secondary qualities, so the pictures and models we use to describe it cannot really be said to be “true”, simply because there is no way make a direct comparison between the model and the reality it which it points. Our experience cannot be unambiguous, because it depend on so many personal factors. Scientific method developed in order to eliminate those personal factors and therefore to achieve knowledge based simply on reason and evidence.

Note. 
Even instruments can cause problems. For example, using his telescope, Galileo found that there were mountains on the moon. This contrasted with the received tradition that the heavenly bodies were perfect spheres. However, this is not simply а triumph of evidence over philosophical theory, since – from the drawings Gali1eo made – we know that some of his observations were wrong. Some of his “mountains” are not there. They must have been the result of distortions in the glass of his telescope. This is а major problem when science reveals evidence, for the methods and equipment used in science may themselves influence what is seen. То understand something, one must take into account the method and equipment used. Nothing is ever as certain as it appears. One cannot strictly speaking say that Galileo's image of the moon's surface was а true one, although, for the purpose of looking at the earlier theory of the heavenly bodies being perfect spheres, it was more than adequate. 
As we shall see, the recognition that we cannot simply observe and describe came to the fore in the 20th century, particularly in terms of sub-atomic physics. It seemed impossible to disentangle what was seen from the action of seeing it.
2.3. The problem of induction
The rise of science was characterized by а new seriousness with which evidence was gathered and examined in order to frame general theories. This approach, championed by Francis Bacon and others, became the basis of what we tend to think of as the Newtonian world of science. The task of sifting and evaluating evidence is also reflected in the empiricism of D. Hume, who challenged the certainty of its results. His argument, which is of great significance for the philosophy of science, is that all such arguments can yield at best only а high degree of probability, never absolute certainty. This process – which is termed “inductive inference” – is the attempt to move from singular statements (i.e. statements about particular things) to general or universal statements about the world, which could take the form of “laws of nature”. It was this inductive form of argument that distinguished “modem” science from what had gone before. 

Bertrand Russell described the “principle of induction” by saying that the more two things were observed together, the more it is assumed that they are causally linked. If I perform an experiment only оnсе, I may be uncertain of its results. If I perform it 100 times, with the same result each time, I become convinced that I will obtain that result every time I perform it. Thus far, it sounds no more than common sense, but it raises many problems – for it is one thing to anticipate the likely outcome of an experiment оn the basis of past experience, quite another to say that the past experience proves that а certain result will always be obtained.
The inductive method

The inductive approach to knowledge is based оn the impartial gathering of evidence or the setting up of appropriate experiments, such that the resulting information can be examined and conclusions drawn from it. It assumes that the person examining it will come with an open mind and that theories framed as а result of that examination will then be checked against new evidence.

In practice, the method work like this:

· Evidence is gathered, and irrelevant factors are eliminated as far as possible.
· Conclusions are drawn from that evidence, which lead to the framing of hypothesis.
· Experiments are devised to test out the hypothesis, by seeing if it can correctly predict the results of those experiments.

· If necessary, the hypothesis is modified to take into account the results of those later experiments.
· А general theory is framed from the hypothesis and its related experimental data.
· That theory is then used to make predictions, on the basis of which it can be either confirmed or disproved.

EXAМPLE

The final step in this process is well illustrated by the key prediction that confirmed Einstein's theory of general relativity.

Einstein argued that light would bend within a strong gravitational field and therefore that stars would appear to shift their relative positions when the light from them passed close to the Sun. This was a remarkably bold prediction to make. It could only be tested by observing the stars very close to the edge of the Sun as it passed across the sky and comparing this with their position relative to other stars once the light coming from them was no longer affected by the Sun's gravitational pull. But the only time when they could be observed so close to the Sun was during on eclipse. Teams of observers went to Africa and South America to observe on eclipse in 1919. The stars did indeed appear to shift their positions to a degree very close to Einstein's predictions, thus confirming the theory of geneгal relativity.
It is clear that this process can yield nо more than а very high degree of probability. There is always going to be the chance that some new evidence will show that the original hypothesis, upon which а theory is based, was wrong. Most likely, it is shown that the theory only applies within а limited field and that in some unusual sets of circumstances it breaks down. Even if it is never disproved, or shown to be limited in this way, а scientific theory that has been developed using this inductive method is always going to be open to the possibility of being proved wrong. Without that possibility, it is not scientific.

Scientific laws
With the development of modern science, the experimental method led to the framing of “laws of nature’”. It is important to recognize exactly what is meant by “law” in this case. A law of gravity does not require that, having tripped up, I should adopt a prone position on the pavement – it is simply describes the phenomenon that, having tripped, I fall. 

Hence, if I trip and float upwards, I am not disobeying a law, it simply means that I am in an environment (e.g. orbit) in which the phenomenon described by the “law of gravity” does not apply. The “law” cannot be “broken” in this circumstances, only be found to be inadequate to describe what it happening. 

2.4. A classical approach to empirical evidence.

The philosopher David Hume (1711-1776) pointed out that scientific laws were only summaries of what had been experienced so far. The more evidence that confirmed them, the greater their degrees of probability, but no amount of evidence could lead to the claim of absolute certainty.

Не argued that the wise man should always proportion his belief to the evidence available; the more evidence in favour of something (or balanced in favour, where there are examples to the contrary) the more likely it is to be true.

Не also pointed out that, in assessing evidence, one should take into account the reliability of witnesses and whether they had а particular interest in the evidence they give. Like Francis Bacon, therefore, Hume sets out basic rules for the assessment of evidence, with the attempt to remove all subjective factors or partiality and to achieve as objective а review of evidence as is possible. What Hume established (in his Enquiry Concerning Нuтаn Understanding) was that no amount of evidence could, through the logic of induction, ever establish the absolute validity of а claim. There is always scope for а counter-example, and therefore for the “law” to fail.

This seemed to raise the most profound problems for science – since it cut away its most sure foundations in experimental method.

With hindsight, that might seem a very reasonable conclusion to draw from the process of gathering scientific evidence , but in Hume’s day – when scientific method was sought as something of a replacement for Aristotle in terms of a certainty in life – it was radical. It was this apparent attack on the rational justification of scientific theories that later “awoke” the philosopher I. Kant from his slumbers. He accepted the force of Hume’s challenge, but could not bring himself to deny the towering achievements of Newton’s physics, which appeared to spring from the certainty of established laws of nature. It drove Kant to the conclusion that the certainty we see in the structures of nature (time, space and causality) are there because our minds impose such categories on our experience. 

In other words

Hume's challenge, set alongside the manifest success of the scientific method, led to the conclusion that the process of examining the world is one that involves the necessary limitation and structures of human reason. This is the way we see the world – and it works. That doesn't mean that we can know anything with absolute certainty; and it doesn't mean that ours is the only way of experiencing it. For Kant, we know only the world of phenomena. What things are in themselves (noumena) is hidden from us. In many ways, this continues to be the case. I cannot know an electron as it is in itself, but only as it appears to me through the various models оr images by which I try to understand things at the sub-atomic level, I may understand something in а way that is useful to me, but that does not mean that my understanding is – or can ever be – definitive.

The early 20th-century philosophical movement called logical positivism, whose view of language and meaning was greatly influenced by scientific method, argued for using empirical evidence as the criterion of meaning: in other words, the meaning of а statement was identical to its method of verification. It made the limitations about certainty, as suggested by Hume, the norm for all statements that were not definitions or matters of logic or mathematics (known to be true “а priori”), but depended on evidence (therefore known to be true only “а posteriori”). 

In an example in his Problems of Philosophy (1952), Bertrand Russell gives а characteristically clear and entertaining account of the problem of induction. Having explained that we tend to assume that what has always been experienced in the past will continue to be the case in the future, he introduces the example of the chicken which, having been fed regularly every morning, anticipates that this will continue to happen in the future. But, of course, this need not be so: “The man who has fed the chicken every day throughout its life at last wrings its neck instead, showing that more refined views as to the uniformity of nature would have been useful to the chicken”.

An important modem discussion of the problem of induction was set out by Professor Nelson Goodman of Harvard in 1954, in his influential book Fact, Fiction and Forecast.
Goodman takes Hume's view that there are nо necessary connections between matters of fact. Rather, experiencing one thing following another in а regular pattern, leads us to а habit of mind, in which we see them associated and therefore to claim that one causes the other. Everything is predicted оn the basis of past regularity, because regularity has established а habit.

Now, we establish general rules оn the basis of particulars that we experience and those rules are then used as the basis for inference in other words, observation of particular events lead to а rule and the rule then leads to predictions about other events. The important thing here is to realize that the past can place nо logical restrictions оn the future. The fact that something has not happened in the past does not mean that it cannot happen in the future.

Notice therefore that there is а circularity in the way induction is used – rules depend оn particulars and the prediction of particulars depends оn rules. We justify the “rules of induction” by saying that they are framed оn the basis of successful induction. That's fine for practical purposes, but it does not give any independent justification for predictions about future events. It works because it works; but that does not mean that it has to work. Goodman comments: “А rule is amended if it yields an inference we are unwilling to accept; аn inference is rejected if it violates а rule we are unwilling to reject”.
The only justification therefore lies in the apparent agreement between rules and inferences: if а rule yields acceptable inferences, it is strengthened. The crucial question, according to Goodman, is not how you can justify а prediction, but how you can tell the difference between valid and invalid predictions. Не makes the important distinction between “law-like” statements and accidental statements. If I use а particular example in order to support аn hypothesis, that hypothesis must take the form of а general law (whether it is right or not is another matter).

То use his examples:

· I can argue from the fact that one piece of copper conducts electricity to the general principle that all copper conducts electricity.

· But I cannot argue from the fact that one man in а room is а third son to the hypothesis that every man in the room is а third son. Being а third son in this situation is just something that happens to be the case in this instance – it is not а general feature of humankind in the way that conducting electricity is а general feature of copper.

The problem of “grue”:

· All emeralds examined before time “t” are green therefore you reach the conclusion that all emeralds are green.

· But suppose you use the term “grue” for all things examined up to time “t” that are green and all other things that are blue.

· In this case, up to time “t”, all emeralds are both green and grue; after “t” an emerald could only be grue if it was, in fact, blue.

· Now the problem is that, up to time “t”, our usual approach to induction confirms “all emeralds are green” and “all emeralds are grue” equally – and yet we know that (after time “t”) the first is going to be true and the second false. How, up to that point, can we decide between them?

In other words

From the standpoint of the inductive method, there is, prior to time “t'”, no way of deciding between emeralds being green and emeralds being “grue” – both, оn the evidence, аre equally likely. But we know, of course, that one is very soon going to be wrong and the other right. Hence, there is а major weakness in the use of induction in order to predict what will be the case in the future.

The key feature here is that an “accidental hypothesis” (unlike а law– like hypothesis) has some restriction in terms of time or space. In other words, it cannot be generalized. The problem with “grue” is that it has а temporal restriction, in that it means one thing before а particular time and something else after it. The new riddle of induction is not so much Hume's problem about how you justify, general laws in terms of individual cases, but how you tell those hypotheses that сan correctly be projected from particular instances and those that cannot.

If you want to argue from particular instances to а general low, you need to take care what features of those instances you select. Some features (like the colour of emeralds) will be general and therefore form а reasonable basis for а universal hypotheses (i.e. all emeralds are green), others will be accidental (e.g. emeralds being “grue” or men in а room being third sons) and you cannot argue from them to а generally valid hypothesis.

Let us take а final example: All planets with water flowing on their surface are likely to support life.
· We know, in the case of Earth, that it is correct. But is that а general feature of planets of a certain size and distance from their suns, or is it simply on accidental feature of our own planet?

· The big issue is that science looks for general features and principles, which have to be abstracted out of the particulars in which we encounter them. We have encountered life on only one planet – our own. Whether that is an occident, and therefore possibly unique, or whether it is а general feature of planets of certain types, we cannot know.

2.5. A mathematical universe
It is one thing to observe nature, another to explain it, and one of the key components in the explanations given by scientists in the 17th and 18th centuries was mathematics. Galileo thought that the book of nature was written in the language of mathematics, but this was not а new idea, for Pythagoras (570-497ВСЕ) had argued that everything could be given an explanation in terms of mathematics. Even the title of Newton's most famous book is Philosophiae Naturalis Principia Mathematica – an attempt to understand the workings of nature on mathematical principles.

Work in mathematics thus provided the background to much of the advancement of science in the 17th and 18th centuries, and figures such as Descartes, whose great quest was to find а certain basis for knowledge, was as much а mathematician as а scientist and philosopher. Not all gave mathematics а key role. Some, including Francis Bacon, thought of it as а useful tool, but were primarily concerned with experimental evidence as the starting point of knowledge, whereas mathematicians were more tempted to see certainty in generalized propositions.

Abstracting from nature.

It is important to recognize the nature of mathematics and the very radical abstraction that it involves. Galileo, Descartes, Huygens and Newton all produced “formulas”. In other words, they were seeking to create а mathematical and abstract way of summing up physical phenomena. That it should be possible for an abstract formula to correspond to nature was а fundamental assumption made by those involved in the emerging sciences. Beneath it lay the deeper assumption that the world is а predictable and ordered place. Escaping from the earlier era of crude superstition and magic, they saw themselves emerging into а world where reason and evidence would triumph. But reason, in its purest form, is seen in logic and mathematics, and it was therefore natural to expect that the world would be, in principle, comprehensible in terms of “laws of nature” which, with mathematical precision, would determine the movement of all things.

The result of this was that the science produced in this period was not what is experienced – with all its mixtures of sensations, beauty, sounds etc. – but the abstract formulas by which such things could be understood and predicted. Phenomena were thus “reduced” to their mathematically quantifiable components.

We have already explored this briefly in looking at John Locke's distinction between primary and secondary qualities. Fullу aware that colour, sound and taste were obviously linked to the human sense organs, be called them “secondary” qualities. The primary ones were mass, location and number – exactly those things that can be measured and considered mathematically. By the end of the 17th century, science thought of “real” nature as silent, colourless and scentless – an interlocking network of material bodies, whose activities could be quantified, analysed and expressed in the form of scientific and mathematical laws.

Notice how abstract the very concept of number is. I see three separate objects before me and describe them as being “three”. Yet there is nothing in the description of eaсh of them that has the inherent quality of “threeness”. “Three” is а purely abstract term, used in order to sum up а particularly useful feature of that experience. Thus, if I am receiving money, it is the number on the banknote that is of prime importance, its colour or the quality of its paper is of less significance. By the same token, in a collection of green objects, a dollar bill might be quite in place, its numerical value of little significance.

Hence, “laws of nature” or “multiplication” are not things that exist. They are not concrete entities, but descriptions of the relationships between concepts that human beings use in order to make sense of their experience.

The key thing to remember here is that mathematics is an abstraction, not а reality. А key feature of 17th century science was that the whole scheme of highly abstract reasoning was mistaken for reality itself. Hence it was given an “objectivity” that led to the assumption that, once all “laws” had been formulated, there would be nothing left to discover. With the 20th century and the recognition of the validity of different and even conflicting theories, the attempt to “objectify” this abstraction process was recognized as limited. Once you start to mistake abstraction for reality, the whole world is reduced to mathematical controlled and determined operations.

2.6. Experiments

At several points so far we have recognized that scientific evidence comes from experiments as well as from observations. In particular, once а theory has been formulated, it is important to set about finding experiments that will either confirm or refute it.

There are two fundamentally important features of scientific experiments.

First of all, in an experiment, а controlled situation is created in which, as far as possible, all extraneous influences are eliminated. The more delicate the thing that the experiment is to measure, the more stringent are the safeguards to eliminate external factors. Thus, for example, the experiment to test the presence of the most elusive neutrinos passing through the Earth, was conducted using а tank of absolutely pure water buried deep below the surface of the Earth, far from all possible sources of interference.

A controlled situation allows a scientist to measure just a few significant variables, eliminating all others. This generally results in a mathematical formula which relates one factor to another, enabling a general statement to be made.
To illustrate the importance of this, let us take as an example the experimental testing of a new drug. Suppose only those patients who are most seriously ill are given the new drug and those with a milder condition are given more conventional treatment. The results might well show that, statistically, more people die after taking the new drug. This would not be a valid experiment, however, because there is the obvious intrusion of an unwanted variable – namely the severity of the illness experienced by the subjects. In order for the experiment to be accurate, it would be necessary to make sure that two groups of patients were identified, each having the same mix in terms of age, sex and severity of illness. One group could then be given the new drug and the other would receive either no drug at all or some more conventional treatment.
The result of that experiment might be to say that the new drug produced X per cent increase in life expectancy. In other words, all other things being equal, this is the benefit of the drug. If it is subsequently found that there were all sorts of other factors of which those conducting the experiment were unaware, then the value of the experiment would be severely reduced.
The ability to reproduce results
If something is observed just once, it could be a freak occurrence, caused by a unique combination of circumstances. It would certainly not be an adequate basis on which to frame a scientific hypothesis. The importance of carefully defined experiments is that they enable other people to reproduce them and thus confirm or challenge their findings. Once the result of an experiment is published, scientists in the same area of research all over the world attempt to reproduce it in order to see if they get the same results or to check whether all extraneous variables have in fact been eliminated. If the results cannot be reproduced, they are regarded as highly suspect.
Comment
Notice what an important part the devising of suitable experiments plays in the overall activity of science. Planning and organizing an experiment, creating the right conditions and devising and refining measuring equipment, checking that all other variables have been eliminated – these very often constitute the bulk of the work done in modern science, compared with which the actual running of the experiment may be relatively easy.
2.7. What counts as science?
Blind commitment to а theory is not an intellectual virtue: it is an intellectual crime.

Imre Lacatos.

Science always requires а healthy measure of skepticism, а willingness to re-examine views in the light of new evidence and to strive for theories that depend on external facts that сan be checked, rather than оn the mind of the person framing them. As we saw earlier, it was the quest for objectivity, loyalty to the experimental method and а willingness to set aside established ideas in favour of reason and evidence, that characterized the work of Bacon and others. There were disagreements about the extent to which certainty was possible and some (e.g. Newton) were willing to accept “practical certainty” even though recognizing that “absolute certainty” was never going to be possible.

In the 20th century there was considerable debate about the process by which inadequacies in а theory are examined and the point at which the theory should be discarded. No scientific theory сan be expected to last for all time. Theories may be falsified by new and contrary evidence (K. Popper) or be displaced when there is а general shift in the matrix of views in which they are embedded (T. Кuhn), and theories are seen as part of ongoing research programmes (I. Lakatos) based on problem solving.

On this basis, we cannot say that genuine science is what is proved true for all time, whereas pseudo-science has been (or will be) proved false. After all, something that is believed for all the wrong reasons may eventually be proved correct and the most cherished theories in science can be displaced by others that are more effective. What distinguished science from pseudo-science is to do with the nature of the claims that each makes and the methods each uses to establish them.
One feature of modem philosophy of science that reflects this is probability theory. The improbable is more significant than the probable. Thus, if an improbable event is predicted by a theory, and proves to be the case, then the theory is greatly strengthen by it. By way of contrast, something that is quite normal and expected to happen anyway, is unlikely to be considered strong evidence in favour of a theory which predict it.

In other words, for genuine science, there is always the attempt to balance the likelihood of something being the case against the other possibilities. 

EXAМPLE

If а person persists with the infuriating habit of claiming absolutely everything that he or she does as а great success, even if to the external observer it may appear а bit of а disaster, one might well ask “What would have to happen for it to be described as а failure?” If absolutely nothing counts as а failure, then nothing merits the title “success” either – both are rendered meaningless in terms of an objective or scientific approach, the claim of success simply reflecting the choice to see everything in that positive way.

The claim to be scientific rests on the methods used in setting up appropriate experiments or in gathering relevant evidence and also on the willingness to submit the results to scrutiny and to accept the possibility that they may be interpreted in more than one way. The distinction between science and pseudo-science is therefore essentially one of method, rather than content. A common feature of pseudo-science is the use of analogies or resemblances to suggest causal connections, but without being able to specify or give direct evidence for them. Two popular examples illustrate this. It has been suggested that the red colour of the planet
Mars resembles blood and that the planet should therefore be associated with the coming of war and bloodshed. What is not clear is how that planet's colour could have any possible connection with warlike tendencies among human beings on Earth. The other example, which requires absolutely no further explanation, is the traditional use of powdered rhinoceros horn as a cure for male impotence!
EXAMPLES
The most obvious example of a pseudo-science is astrology. Astronomy is regarded as a science because it is based on observations and any claims made today may need to be replaced due to further observations in the future. Astrology, however, is not considered a science, because it is based on a mythological scheme with an annual cycle of “signs”. There is nothing that one might observe that could lead to the suggestion that Gemini should no longer rule those born in May; or that the stars should be looked at in different ways, giving different star signs. Astrologers may be meticulous in their calculations and intuitively skilled in the application of their theories to individual situations. Astrology may even be shown to be of value to the people who practice it. But neither fact (if proved true) would even start to make astrology a science. For that to happen, it would be necessary to find evidence for an objective relationship between dates of birth and general behavioural tendencies; evidence which is open to scrutiny and which can genuinely put the basis of astrology at risk.
Another example of pseudo-science is crystal therapy. The rationale given for having crystals about one's person or under the pillow at night is that they somehow have a “vibration” that can influence moods. When challenged, the person convinced of his theory might argue that having a vibration is not limited to crystals, but is a universal phenomenon. That may be fine as a scientific theory, it sounds scientific in that it uses language associated with science, yet this does not make any serious connection between general theories about atoms and their behaviour and how you might feel calm and get a good night's sleep. Unless a theory for such a connection could be put forward in a way that was open to examination, with the possibility that it might be proved wrong, then you do not have genuine science.
It's not that it's impossible for you to be affected by the date and time of your birth, neither is it absolutely impossible for the crystal beneath your pillow to induce calmness – it's just that there is little objective evidence that could ever be brought to bear on either question.
The issue about what constitutes science or pseudo-science is not always straightforward. Take the example of Marxism. Clearly, Marxist theory is based on logic and the observation of the way in which society is organized and changes. In this sense, following the inductive method, Marxism might be called a science. But a Marxist is going to use his theory to interpret every event and its result – whatever happens, Marxism appears to be able to rationalize it. The same could apply to those who use Freud's theories in psychology.
This creates a problem. We shall see in the next chapter that a particular feature of scientific theories is that it should be possible, in theory, to falsify them. If they cannot be falsified – in other words, if there is no possible evidence that could ever prove them wrong – they are deemed worthless. This is because theories are used to predict events and if they argue that absolutely anything is predictable, then they have nothing to contribute. This was the basis of Karl Popper's criticism of both Marxist and Freudian thinking, arguing that an irrefutable theory cannot be scientific.
In the next chapter we shall be looking at the work of T. Kuhn, and particularly his view of paradigms and their overthrow. What is clear is that it is a mark of genuine science that problems with a theory are taken seriously and that, once those problems become overwhelming, an overall paradigm may need to be set aside in favour of one that succeeds in answering those problems. Thus his view of science is of periods of stability, punctuated by revolutions. A major feature of those approaches, which we would not call scientific, is that they are not open to the possibility of such revolutionary changes. If nothing is capable of changing one's view, then that view is not scientific.
But this should not be taken as a pejorative comment, as though only scientific views were worthwhile. There are many areas of life, for example in religion, art or relationships, in which it is perfectly valid to have a commitment and a particular chosen view which is not dependent on evidence. We simply need to accept that such things are not scientific and we should not attempt to justify them on a scientific basis.
CHAPTER 3. THEORIES, LAWS AND PROGRESS
In the last chapter we examined the inductive method of reasoning that was basic to the establishment of modern science. We saw, however, that it presented various problems – both those recognized by Hume and those highlighted by Goodman with his problem of “grue”. The process by which laws of nature were established and revised was far from straightforward.
During the second half of the 20th century, there was considerable debate about how science makes progress, how one law or set of laws comes to replace another and whether one can ever decide that one particular theory is inherently better than another, and, if so, on what criteria it could be judged “better”.
In this chapter we shall look at various approaches to the way in which laws are refuted or replaced, and how science makes progress. It is particularly important to recognize something of the work of K. Popper and T. Kuhn in this area, but we shall also look briefly at P. Feyerabend and I. Lakatos. Two closely related questions are of such importance that they will not be considered here, but have chapters of their own: the issues of scientific realism and of relativism and objectivity. In examining them we shall need to cover similar ground, but with those specific questions in mind. But before looking at the general approach taken in the second half of the 20th century, it is important to appreciate what has been called the “received view” of scientific laws, a view which forms the background of much modern debate in the philosophy of science.
Towards the end of the 19th century, the general view of science – which had built up since the acceptance of the Newtonian world-view and all that developed from it – was of a mechanistic and materialistic system. The world was thought of as being quite independent of the person perceiving it, with laws that determined its operations and the interaction of all its parts. Science was quite able lo set aside all metaphysical speculation and would eventually achieve a full and systematic knowledge of the physical world. The world was a mechanism in motion, waiting for man to measure and calculate its operation. There were to be no a priori elements in scientific knowledge, all presuppositions could be set aside. The scientist was required to take an objective look at matter and formulate theories to explain its operations. The 19th-century philosopher Ludwig Buchner could claim without fear of contradiction that: “There is no force without matter; no matter without force.” Ernst Haeckel was confident that science had displaced the crude superstition for earlier days. 

But alongside this very confident view, another was developing that eventually came to dominate scientific thinking in the early 20th-century. Immanuel Kant, the 18th-century German idealist philosopher, had argued that there was an absolute distinction to be made between things in themselves (noumena) and things as we perceive them to be (phenomena). All the evidence we receive from our senses is “phenomena”; we only know what we perceive. We may assume that there is a separate reality “out there” causing us to have those sensations, but, if so, we can never engage it directly. Thus, from the work of H. Helmholtz in the 1870s through to E. Cassirer in the early years of the 20th-century, there is the recognition that science is not looking at things in themselves, but at the structures of phenomena. In other words, science looks at the way in which we perceive the world.

The philosopher and logician Ernst Mach (in The Analysis of Sensations, 1886) argued that science reflects the content of the consciousness, as it is produced by sensation. There are no predetermined structures, but everything should be reducible to statements about sensations. The only exception to this was his acceptance of logical and mathematical propositions. So, from his perspective, a scientific theory was the description of some regularity within the phenomena of sensations.
The logical positivists
Into this situation there came the logical positivists of the Vienna Circle, of whom probably the best known are F. Schlick and R. Carnap. They were generally scientists and mathematicians, influenced by the work of the early L. Wittgenstein and also Bertrand Russell. They believed that the task of philosophy was to determine what constituted valid propositions. They wanted to define correspondence rules, by which the words we use relate to observations. They also wanted to reduce general and theoretical terms (e.g. mass or force) to those things that could be perceived. In other words, the “mass” of a body is defined in terms of measurements that can be made of it.
In general, the position adopted by the logical positivists was that the meaning of a statement was its method of verification. If I say that something is green, I actually mean that, if you go and see it, you will see that it is green. If you cannot say what would count for or against a proposition, or how you could verify it through sense experience, then that proposition is meaningless. Now, clearly, this is mainly concerned with the use of language. But for science it had a particular importance, which enabled it to dominate the first half of the 20th-century. Basically, it was assumed that the process of induction, by which general statements were confirmed by experimental evidence, was the correct and only way to do science.
That seemed a logical development of the scientific method, as it had developed since the 17th-century, but it produced problems. What do you do if faced with two alternative theories to explain a phenomenon? Can they both be right? Can everything science wants to say be reduced to sensations? Once a law is accepted and established, it seems inconceivable that it would simply be proved wrong. To make progress, laws that apply to a limited range of phenomena can be enlarged in order to take into account some wider set of conditions. Scientific theories are therefore not discarded, but become limited parts of a greater whole.
In other words
There were two general trends by the end of the 19th century:
· To see the world as a mechanism, upon which science reflected and produced theories about how it worked.
· To recognize that all our knowledge comes through the senses and that the task of science is to systematize the phenomena of sensation. We cannot know things in themselves, separate from our experience of them.
The logical positivists argued that the meaning of a statement (scientific or otherwise) was the method by which it could be verified. Everything depended on sense experience. All theoretical terms had to show a correspondence with observations. 

Discussions about the inductive method in science should be seen against this positivist background – the narrow and precise view of language that they espoused matched what they saw as the ideal of scientific language – the means of summarizing perceptions.
But even while this view was dominating the philosophy of science, the actual practice of science – especially in the fields of relativity and quantum physics – was producing ideas that did not fit this narrow schema.
Some of the important thinking about scientific theories and how they develop and get replaced was essentially a reaction against this accepted view. We shall now turn to the work of Popper, who criticized logical positivism and showed the role of falsification in the examination and replacement of theories. But more significantly, there was a sense (as exemplified in the work of Kuhn) to see scientific theories as being framed within an overall view of the world (a Weltanschauung), and that radical change could take place only when one whole set of views was finally found to be inadequate and replaced by another.
3.1. Falsification
Karl Popper (1902-1994), was a philosopher from Vienna who, following some years in New Zealand, settled in London in 1945, where he became Professor of Logic and Scientific Method at the London School of Economics. He made significant contributions to political philosophy as well as the philosophy of science. Popper's theory of falsification, although important for the philosophy of science, has much wider application. In the 1920s and 1930s, logical positivists were arguing that statements only had meaning if they could be verified by sense data. In other words, if you could not give any evidence for a statement, or say what would count for or against it, then it was meaningless. (The exception, of course, being statements of logic or mathematics, where the meaning is already contained within the definition of the words used. You don't have to go out and point to things in order to show that 2 + 2 = 4.)
In The Logic of Scientific Discovery (1934, translated in 1959) Popper argued that one could not prove a scientific theory to be true simply by adding new confirming evidence. Contrariwise, if some piece of sound evidence goes against a theory, that may be enough to show that the theory is false.
He therefore pointed out that a scientific theory could not be compatible with all possible evidence. If it is to be scientific, then it must be possible, in theory, for it to be falsified. In practice, of course, a theory is not automatically discarded as soon as one piece of contrary evidence is produced, because it might be equally possible that the evidence is at fault. As with all experimental evidence, a scientist tries to reproduce this contrary evidence, to show that it was not a freak result, but a genuine indication of something for which the original theory cannot account.

Comment
His attack was aimed particularly at those disciplines which he regarded as bogus rather than genuinely scientific. He was particularly critical of Marxism and Freudian psychology. He observed that Marxists have the habit of interpreting every event in terms of Marxist theory and then using such interpretations in order to confirm that theory. He argued that if nothing were allowed to falsify the Marxist view of dialectical materialism that theory could not be genuinely scientific. Similarly, he suggested that a psychologist might be tempted to give a particular interpretation of a patient's condition based on the accepted theory and to attempt to explain away or ignore anything which does not appear to fit the expectations of that same theory.
At the same time, scientists are likely to consider any alternative theories that can account for both the originally confirming evidence and the new, conflicting evidence as well. In other words, progress comes by way of finding the limitations of existing scientific theories.
A key feature of Popper's claim here is that scientific laws always go beyond experimental data and experience. The inductive method attempted to show that, by building up a body of data, inferences can be made to give laws that are regarded as certain, rather than probable. Popper challenges this on the grounds that all sensation involves interpretation of some sort and that in any series of experiments there will be variations and whether or not such variations are taken into account is down to the presuppositions of the person conducting them. Also, of course, the number of experiments done is always finite, whereas the number of experiments not yet done is infinite. Thus inductive arguments can never achieve the absolute certainty of a piece of deductive logic. What was essential, for Popper, was to be able to say what would falsify a claim. If nothing could be allowed to falsify it, it could not have significant content. Thus he held that all genuine scientific theories had to be logically self-consistent and also capable of falsification. No scientific theory can be compatible with all logically possible evidence. An irrefutable theory is not scientific.
EXAMPLE
Consider the weight of experimental evidence in favour of Newton's laws of physics. In terms of the conditions prevailing on Earth, one can go on confirming them. Problems with them only occur when you consider extreme situations. As we saw earlier Einstein correctly predicted the bending of light from distant stars due to the Sun's gravitational pull, which was confirmed by observation during an eclipse. The body of evidence built up through the successful application of Newtonian physics did not preclude this crucial piece of evidence which showed the limitations of his theories.
Science thus moves forward by finding evidence that refutes a previous theory and thereby causes it to be modified or discarded.
In particular, Popper's view challenges two popular philosophical ideas:
· Locke's idea that the mind is a tabula rasa until it receives experience
· Wittgenstein's idea, propounded in Tractatus, that the task of language is to provide an image of the external world.

Instead, he saw minds as having a creative role vis á vis experience. In the scientific realm this means that progress is made when a person makes a creative leap to put forward an hypothesis that goes beyond what can be known through experience. It does not progress gradually by the adding up of additional information to confirm what is already known, but by moving speculatively into the unknown, and testing out hypotheses, probing their weak points and modifying them accordingly.
This view of scientific work parallels the general situation of human thought, for Popper saw all of human intelligence in terms of the constant solving of problems – that is simply the way the mind works.
In effect, the goal of science is therefore to produce statements which are high in information content and low in probability of being true (since the more information contained, the greater the chance of finding a proposition to be false), but which actually come close to the truth. If would, of course, be easy to find a statement that never need fear being refuted (e.g. “The sun will rise tomorrow”), but it offers so little information content that it is difficult to see how it can be of much practical use. 
His approach to scientific method was therefore as follows:
1. Be aware of the problem (e.g. the failure of an earlier theory).
2. Propose a solution (i.e. a new theory).
3. Deduction of testable propositions from that theory.
4. Establish a preference from among competing theories.
SUMMARY
On Popper's theory, no scientific law can ever be proved, it can, at best, be given only a high degree of probability. There must always remain the possibility that a piece of evidence will one day be found to prove it wrong.
Therefore, in terms of the results of scientific work, he observes that everything is already “theory soaked”. Everything is a matter of using and modifying theories: the basic form of intellectual work is problem solving.
Note
For Popper, the ideal is a theory which gives the maximum amount of information and which therefore has quite a low level of probability, but which nevertheless comes close to the truth. Such a theory may eventually be refuted, but it will be extremely useful, because its content will allow many things to be deduced from it. In other words, to take the opposite extreme, a theory that says nothing about anything is not going to be proved wrong, but neither is it going to be of any use!
In general, science works by means of experiments. Results are presented along with detailed information about the experimental methods by which they were obtained. The task of those who wish to examine the results is to repeat the experiments and see if they produce identical results. Now, as it goes on, a theory is going to predict facts, some of which will be verified, some of which will not. Where it has failed to predict correctly, there is danger that the theory will therefore be falsified – that is the key to Popper's approach. However, it is not quite that simple, for both Popper and Lakatos there is the recognition that falsification and the discarding of a theory generally only takes place once there is another theory ready to take its place.

In other words, if there is another theory that can account for all that this theory can account for, and then go on to account for some situations that this theory is wrong about, then that other theory is to be preferred. Explanatory power is the ultimate criterion here. Thus it is possible that, if an experiment seems to falsify a theory, that there is something wrong with the experiment or that there is some other factor involved that was not considered before. It is not simply possible to throw out a theory at the first hint of falsification. By the same token, when that alternative theory becomes available, every occasion of falsification leads to a comparison between the two theories and the one that is confirmed more broadly is the one to be accepted.
SUMMARY
· A simplistic view of falsification is that a theory is to be discarded if it is not confirmed by experimental results.
· A more sophisticated view is that a theory is discarded if it is not confirmed by experimental results and there is an alternative theory that can account for them.
· In practice, scientists learn from the failures of theories, for it is exactly at those points where existing theories are shown to be inadequate that the impetus to find a more comprehensive theory is born.
3.2. Paradigms and scientific revolution 
Thomas Kuhn (1922-1996) struggled to understand how progress in science could be reconciled with either the idea of straight-forward induction or with the implications of Popper's falsification approach, where a single piece of evidence was sufficient to require the rejection of a theory.
He therefore developed an alternative view, based very much on an elimination of how, historically, science has actually gone about its business. In practice he saw that there had been flashes of insight, hit that these were in contrast to a background of routine scientific research, building and confirming what those moments of insight have hinted at. Science did not simply get rid of theories and replace them with every conflicting piece of evidence, rather – at list or most of the time – its work was gradual and cumulative. 
He recognized that the basic set of assumptions that work science over a particular period of time remain normative – that is, most scientists just get on with the job of carrying out experiments within a set of scientific assumptions that they have inherited. As laws and theories become established within the scientific community, they are used as a basis for further research. These he termed “paradigms'”.
He therefore wanted to distinguish between “normal science” and those moments of crisis in which the whole approach is changed in what amounts to a scientific revolution. The periods of stability are dominated by a “paradigm”, but any such paradigm is going to have some problems. There problems gradually increase until they provoke a crisis for the existing paradigm, at which time there may well be the emergence of an alternative, one that is able to deal with the problems that have caused the crisis. Once that new paradigm is accepted, science settles down once again.
This process by which paradigms are accepted during periods of “normal science” and then set aside in crises is set out in his book The Structure of Scientific Revolutions (University of Chicago Press, 3rd Ed, 1996).
EXAMPLE
There are many examples of paradigms being replaced in a scientific revolution. Perhaps the most obvious was the revolution that allowed the world of Newtonian physics to replace the older Earth-centred world of Aristotle and Ptolemy. Then, with Einstein's theories of relativity, the Newtonian physics, which had served science well up to that point, gave way to a very different view of the universe.
With hindsight we can see the narrowness of vision that allowed philosophers and scientists to affirm their particular vision of the world just as the scientific community is about to go through a “paradigm shift” in which everything is going to be reassessed. At the end of the 19th century, nobody could have dreamed of the drastic changes that would happen to science during the first half of the 20th-century. But at the time, given all they knew about the world, their thoughts made perfect sense.
A particularly controversial aspect of Kuhn's theory is that he claims that there is no independent evidence by which to decide between two different paradigms. All evidence is interpreted in the light of either one or the other –there is no independent standpoint from which to view the two options available.
Note
We cannot make observations that are genuinely independent of the paradigm within which we operate – simply because those observations are shaped by the paradigm. Neither is it possible to have observations that are free from any paradigm. It is therefore only rarely that a new paradigm emerges, since for most of the time “ordinary science” works within its given parameters. Nevertheless, when a revolutionary change of view takes place, a new paradigm can emerge, and scientific debates occur when the two different paradigms come into contact with one another, each serving as a possible basis for the interpretation of evidence.
The other thing to notice in connection with Kuhn is that theories require a measure of commitment. The inductive method (as for example put forward by D. Hume) might allow that with every new piece of evidence we are prepared to scrap every theory we have ever held, but in practice that is simply not the case. We work within a particular paradigm and that influences our way of examining evidence and rationalizing from it. Our whole style of thinking is influenced by our paradigm and it takes something really significant to shift or replace it.
Notice that, for Kuhn, the basis of a paradigm is not justified rationally, neither is it open to direct falsification. Since it forms the structure within which evidence is evaluated, the paradigm adapts evidence to suit itself. It takes a huge imaginative leap to get outside the paradigm within which one is working. It is therefore possible to interpret Kuhn in such a way that he is seen as a relativist, since a paradigm can be evaluated against the questions asked by a particular society at a particular time, but cannot be compared with another paradigm from another period. In other words, each paradigm has its own language, and the terms used by different paradigms may be incompatible.
Comment
The “paradigm'” phenomenon is a common feature of human thinking – there are social, religious and cultural paradigms. Within any art, it is difficult to step outside one's tradition and produce something completely different. A classical style, for example, provides a paradigm within which composers or artists were content to work for most of their time. The triumph of imagination and creativity is to get beyond one's paradigm.
Perhaps one way of summing up Kuhn's view of science is that it comprises a great deal of routine gathering of information and enlarging of our body of knowledge, punctuated by flashes of insight, in which the whole body of information is suddenly reexamined and put into a new perspective. Those moments are his “paradigm shifts”, and between them there are the long periods of normal science.
Comment
The key issue is how you are able to maintain that science can make progress, while not being able to stand back from it and have a method of judging between paradigms. If – as Kuhn and Feyerabend says – we cannot get “outside” a paradigm and get a truly objective view of the operations of science, then how can we ever say definitively that progress has been made or that one paradigm is inherently better than another? 
Indeed, Feyerabend (in Against Method: Outline of an Anarchistic Theory of Knowledge, Verso, 1975) said that “progress” is misguided and impossible – we cannot get “true knowledge”, only various ways of seeing. Hence, for Feyerabend, the choice of one theory over another may be made for all sorts of personal, cultural, aesthetic and subjective reasons. Each person is free to choose his or her own view and science cannot impose absolute or fixed criteria for what is true and what is not.
If that is the case, what sort of motivation is possible? In the 17th and 18th-centuries, scientists thought that they were gradually dispelling ignorance and establishing the rule of reason. Can the same impetus be found if science is merely offering a succession of optional viewpoints? It may actually be the case, but can you seriously engage in science if you believe it to be so?
Notice also that the older inductivist approach to the scientific use of evidence and experiment tended to suggest that progress was a very slow and cumulative business. With Kuhn, we see it quite otherwise – as an erratic progress, with moments of sudden advance separated by long periods of solid work with little new to show for it. Looking at the history of science, it is clear that Kuhn has a more accurate view of the history of science than the cumulative approach, for in our outline of the history of science in Chapter 2 we noted particular periods which produced significant change.
The other thing to note is that, if we were to follow Popper's falsification approach, it is unlikely that we would ever get much by way of progress. However carefully set up, experiments seldom yield results that are completely unambiguous. Hence, for a strict falsificationist, every little bit of contrary data would require a theory to be dumped. In practice that simply does not happen. If some unusual data appear it is taken seriously, but initially there is a search to find some alternative explanation – perhaps some fault with the apparatus of the experiment. Similarly the scientist would try to repeat the experiment in exactly the same way to see if the apparently “rogue” results were achieved again. In other words, the unusual or unexpected does not yield immediate panic and the throwing out of all existing theories, rather it is part of a general process of gathering evidence and the overall paradigm is only going to be changed if the evidence against it becomes overwhelming.
But clearly, there is some sort of progress with science, even if the paradigm is not changed in one of Kuhn's moments of revolution. One way of dealing with this is put forward by Imre Lakatos (in Falsification and the Methodology of Scientific Research Programmes, C.U.P., 1978). Lakatos recognized that, in practice, science made progress by way of research programmes, which were essentially problem-solving activities. It was not a matter of accepting or discarding a hypothesis upon a single piece of contrary evidence, as might be suggested by a simple application of Popper's falsifiability theory, neither was it a matter of waiting for a crisis and change of paradigm. Progress was made within science through research programmes, which set out over a period of time to devise experiments and gain new facts.
Within such a programme, one might distinguish between a “hard core” of theories, without which the programme would not be viable and which scientists would not discard without overwhelmingly good reasons, and a “protective belt” of supplementary theories, which could be examined and changed without totally abandoning the overall programme. Thus progress can be made by adjusting the “protective belt”.
In practice, there is likely to be more than one research programme on the go in a field of study at any one time. Progress can therefore be made when one of these is shown to be more fruitful than the others. Competition is not simply between theories, but between whole groups of theories within each research programme.
Lakatos thus criticizes Popper for not appreciating the historical continuity of theories within research programmes, making them vulnerable to falsification in a way that does not correspond to the actual way in which scientists evaluate their work. But he also criticizes Kuhn for making changes in paradigm largely irrational affairs, produced by the choices of groups of scientists, without being able to specify why a new paradigm is superior to the one it replaces.
SUMMARY
· For Popper, theories are continually being tested and may be falsified at any time.

· For Kuhn, paradigms are not changed on the basis of reason alone, but in a moment of insight. Change is rare and sudden.

· For Lakatos, progress is made through research programmes, which allow peripheral theories to change, gradually influencing a “hard core” of key theories for that particular programme.
3.3. The status of scientific theories
If a theory is to gain acceptance, it is important that it should be compatible with other well-established theories. If predictions made by two theories are mutually exclusive, one of them must be wrong.
EXAMPLE
In the 19th-century it was believed that the Sun generated its heat from the effect of gravity crushing its mass together. In other words, the Sun was gradually shrinking, giving off heat and light as it did so. Various calculations were made about how long the Sun could go on shining and thus about its age. Towards the end of the century, Lord Kelvin (based on work done earlier by Helmholtz) came to the conclusion that the Sun and Earth must be about 24 million years old. This is sometimes referred to as the Kelvin-Helmholtz time scale.
But the problem with this was that, if Darwin were right about evolution, the Earth needed to be far older. Both theories were carefully calculated: yet one had to be wrong. If Darwin were right about the time taken for species to evolve, there had to be an alternative way in which the Sun could produce huge amounts of energy.
With Einstein's theory of relativity, a few years later, that dilemma was resolved, because it gave an alternative explanation for the long-term release of energy from the sun. Of course, the Sun's fuel will not last forever – but at least the theory of relativity gave a plausible explanation for its being old enough to have allowed time for evolution on Earth.
One important feature about the acceptance given to a theory springs directly from the scientific impetus that leads to its being put forward in the first place. Theories are there to explain phenomena that do not make sense otherwise. If you have something that existing laws cannot make sense of, you tend to hunt around for an alternative theory that can do just that. Thus progress is made through a basic process of problem solving. If existing laws cannot be used to make sense of what I experience, that presents a problem. It also leads to an instrumentalist view of scientific laws. In other words, a law is to be judged by what it does.
KEY POINT
The key thing to remember is that the pictures and models by which we attempt to understand natural phenomena are not “true” or “false” but “adequate” or “inadequate”. You cannot make a direct comparison between the image you use and reality. You can't, for example, look at an atom directly and then consider if your image of it – as a miniature solar system, for example – is true. If you could see it directly, you wouldn't need a model in order to understand it! Models only operate as ways of conceptualizing those things that cannot be known by direct perception.
In practice, one theory (or paradigm) seldom gives way immediately and obviously to another. There is frequently a period of overlap during which rival theories are compared. It is also common for a new theory to be dependent initially on an older theory or paradigm, even if it subsequently becomes independent of if.
EXAMPLE
Copernicus is generally seen as overthrowing an earlier view of the universe, but in practice he was still dependent on the physics 
developed by Aristotle. He, like Aristotle, thought that planetary motion should be circular (perfect) and therefore used an elaborate system of epicycles to account for the observed orbits of the planets. Only later, and particularly after Galileo, was his theory seen as marking a revolutionary move away from the earlier cosmology of Ptolemy.
Thus, at any one time, scientists may be working with a number of different theories concerning any one particular area of research, one of which may come to be seen as more adequate or comprehensive than the others. There are times when a theory does not make great progress because other work alongside it needs to be done before its significance can be appreciated.
EXAMPLE
Quantum theory was put forward by Max Planck in 1900, but its significance was not appreciated fully until after publication of the work of Einstein (from 1905) and Bohr (1913), since it seemed too much at odds with pre-Einstein physics.
Naturally, the acceptance of a theory by the scientific community does not thereby guarantee that it has the status of absolute truth. Every theory is couched in language that is shaped by the assumptions and methods of the science that produces it. However, there are other criteria by which one theory may be preferred to another. Acceptance and the ability to predict are obviously essential and the former generally comes as a result of the latter, the more its predictions are confirmed, the greater is its degree of  acceptance. At the same time, where there are equally successful theories, a choice between them may be made on the ground of simplicity or elegance. In other words, if there are two theories, one extremely complex and the other simple, the tendency is to accept the simpler. This follows from Occam's Razor by which one should not multiply causes beyond need. The simpler theory is only set aside once it can be shown that there are cases it cannot cover. 
In his book The Essential Tension (1977), Kuhn sets out five characteristics of a good scientific theory. They are:
· accuracy

· consistency

· scope

· simplicity

· fruitfulness.

He points out that these may well conflict with one another, between (for example) a more accurate theory and one which, in practice, is more fruitful in enabling scientists to make more predictions.
His main point (and, a way of defending himself against the criticism that his view of change is based on irrational factors) is that one scientist may prefer one theory because of certain qualities and another may - by placing emphasis on other qualities – favour another. He judges that, collectively, the scientific community comes to a common mind about which theories are better than others. This is not a simple matter of weighing evidence, but of taking all five factors into account.
The Duhem-Quine approach
So far we have looked at grounds for accepting or rejecting theories individually, grouped within a paradigm or as part of a research programme. There is, however, a line of argument that questions any attempt to divide our knowledge up in this way. It is generally known as a Duhem-Quine approach, after the physicist Pierre Duhem and the philosopher W.V. Quine.
Duhem, writing in the 1890s, argued that in order to disprove a theory, you could only do it on the basis of other theories that you held to be true. If your own theories were at fault, then your disproof would be invalid. Thus, he argued that it was a mistake to try to separate hypotheses off from one another at all, but that they should be taken all together as parts of a whole. Quine took a similar line of approach in an important article “The two dogmas of empiricism”, written in 1951. He argued that our ideas fit together as a “fabric”, so that a change in any one of them would have an impact on all the others.
Together, these reflect an important recognition of the holistic nature of human knowledge and this line of thinking can be seen as influencing Kuhn's view of what happens during a period of “normal” science and also in Lakatos' recognition of the way in which theories hold together within a research programme. 
In other words
Working to understand some unusual evidence or the unexpected results of an experiment, one may suddenly come up with a new theory to explain them. A key question to ask at that point is “How does this new theory relate to everything else I believe to be true? What other theories have to be changed to accommodate this new one?” In a sense, the Duhem-Quine approach is the recognition that you cannot make a move on the chessboard without influencing the direction of the whole game. Theories have to hang together or they become meaningless.
Chapter 4. SCIENTIFIC REALISM
“Scientific realism” is the term used for the view that the objects with which science deals are separate from, and independent of, our own minds and that scientific theories are therefore true of the external, objective world.
Clearly, most people assume that this is the case. The whole point of the development of scientific method at the time of the rise of modern science, of setting up experiments and gathering impartial evidence was aimed at achieving knowledge that was free from the influence of personal interests or received tradition. However, as has become clear in looking at the ways in which theories and paradigms are developed and replaced, things are not always straightforward. We interpret evidence in the light of existing theories. What is more, there are areas of science (e.g. particle physics) where it is acknowledged that the act of investigation itself influences what is investigated. How can that yield knowledge that is truly independent of our own minds? We also saw briefly how Kant, faced with Hume's attack on certainty, explored the idea of the mind's contribution to the interpretation of all experience.
In this chapter, we shall therefore be concerned with the nature of observation, the task and influence of language and the realist implications of a reductionist approach to science.
4.1. Reality and observation
Many apparently “modern” issues can be traced back to the philosophy of Ancient Greece, and the issue of scientific realism is no exception. In pre-Socratic times there was a fundamental disagreement between Protagoras and Democritus. Protagoras argued that all we could know were the sensations we received. We could know nothing of what was out there causing those sensations. Consider the statement “I see a red ball”. That is true or false depending on whether my eyes have indeed recorded light of that wavelength forming a circular pattern on my retina. I have to infer that something outside my eye has caused that to happen, but all I actually know is that optical phenomenon. (There is an additional problem concerning interpretations. I may think that I am looking at a red ball but, on approaching it, I may see that it is, in fact, a red apple. The sensations remain the same initially, but my mind interprets them as one thing or the other.)

By contrast, Democritus insisted that “things” existed separately from our perception of them. Of course, that is an equally logical view, since the red ball surely continues to exist if I shut my eyes. (An argument made in the 17th-century by the philosopher Berkeley.)
EXAMPLE
If simple observation were the only factor in determining our knowledge of reality, then nothing at all can be more certain than the fact that the Earth is stationary. For thousands of years, humankind has observed the turning of the stars and has experienced the ground beneath its feet as a fixed point from which to observe all other movement. To accept that the Earth moves around the Sun and turns on its axis on a daily basis is to move away from simple experience, to start to interpret what is seen in the light of a theory. Against all the evidence of our senses, we “know” that we are hurtling through space. Uninterpreted evidence is therefore an inadequate basis for any scientific theory.
The key point here is the distinction between what actually exists (ontology – the theory of what exists) and what we can know about what exists (epistemology – the theory of how we know things). Ontologically, it makes sense to say that “things” have an existence independent of our perception of them. Epistemologically, it makes sense to say that we cannot know things except by our perception of them.
Comment
The only sensible way to resolve this dilemma is to recognize that human beings are part of nature. There are not two separate things – ourselves and the world – with the only information filtering from one to another coming through sense experiences. Rather we are part of a world, and what we call sensations are those processes by which we relate to the rest of the world around us. Sensation is communication. That's why it developed. Without the ability to see, hear, smell or taste, human beings would have starved to death! The senses are processes of communication and investigation. We only get into a muddle with this if we forget the process and look merely at the results.
The actual process of observation is complex. The idea of space and the distance between objects relies on the brain linking one thing to another; the conventional idea of time appears as we remember that some experiences have already taken place. If science depends on experience, then it is dependent on our ways of looking, thinking, recognizing and remembering. In particular, it was Immanuel Kant (1724-1804) who argued that when we observe something, our mind has a contribution to make to that experience. He saw space, time and causality as categories imposed on experience by the mind.
The matter becomes far more complex when we consider how modern science makes connections between what we actually see (or produce in the course of an experiment) and what we infer to be objective cause.
EXAMPLE
When a metal is heated to very high temperatures in an electric arc, it emits light that can be represented as a spectrum of lines. The pattern and sequence of those lines is always the same, wherever, for example, iron is present. Of course, this applies only to iron that is hot enough to vaporize; at lower temperatures it glows and emits light across a continuous spectrum and the lines disappear.
This means that we are able to detect metals across huge distances. We can know that a particular metal is present in a distant star, without being there to analyse it. All we need to do is look at the spectral lines produced by the light from that star. If the lines match those of light given off by iron vaporized here on Earth, the conclusion is that iron is also present in that star.
In other words, what we perceive tells us about what is “out there”, but it not identical to what is “out there”. Reality is inferred from observation, not identical with it.
Something is known to be present from the trace it leaves. In this case, the presence of a vaporized metal is the best explanation for that particular set of spectral lines as the light coming from that distant source is analysed.
Clearly, our sensations are limited to objects within a narrow size and distance range. Most of what we know, therefore, we have to infer from the best explanation that science offers us for those perceptions.
Comment
Inference of this sort is neither new nor unreasonable. From early times, humans saw a movement of leaves and inferred the presence of an animal in the jungle. One key difference was that primitive humans did not stop to contemplate whether the inferred animal was real or not. Depending on its size, they would either have needed to kill and eat it or retreat quickly before it killed and ate them! In other words, their skills at observation and inference had a pragmatic function – to enable them to stay alive. In some ways, science can take the same approach: if an inferred theory works and is useful, it is provisionally accepted.
Perhaps the issue goes back to Galileo or to Descartes and the quest for absolute certainty. Like primitive humans in the jungle, we cannot afford to wait to have absolute certainty before interpreting and acting on what we observe. We therefore accept inference as a working basis for our understanding of reality.
4.2. Observation in quantum theory
According to the “Copenhagen interpretation” of quantum theory (so called because it was developed at the Copenhagen Institute of Theoretical Physics), particular states only become determinate when we observe them. In other words, our act of observing brings reality into being.
Thus, according to quantum theory, everything is actually interrelated and nothing is determined. But in an observed universe, by the act of observation, everything is determined.
Note
In terms of scientific realism, there was a fundamental disagreement about quantum theory between N. Bohr and A. Einstein.
· For Bohr (and W. Heisenberg, who worked with him), the uncertainty that applies to sub-atomic particles is not just a feature of our observation, but is a fundamental feature of reality itself. It is not just that we cannot simultaneously know the position and momentum of a particle, but that the particle does not have these two qualities simultaneously. Thus physics is really about what we can talk about – if something cannot be observed, it cannot be part of our reality. Our observation creates the reality we are observing.

· Einstein, however, took the view that there was indeed a reality that existed prior to our observation of it. Thus a particle would indeed have a position and momentum at any instant, the only thing was that it was impossible for us to know both at the same time. Reality is thus prior to observation. But, of course, it remains essentially an unknown reality, since as soon as we try to observe it, we are back in Bohr's world of physics where it is determined by our observation.
Schrodinger's cat
A well-known but often misinterpreted example of the issue of whether uncertainty is a feature of reality itself (the Copenhagen approach) or merely of our observation is given in the account of “Schrodinger's Cat”. Schrodinger was opposed to Bohr's “Copenhagen” interpretation of quantum theory. He illustrated his point by describing a hypothetical experiment:
Suppose one were to put a cat into a sealed box, along with a bottle of cyanide, which will be smashed by a hammer if there is any decay of a radioactive substance within the box. Is the cat alive or dead?
According to Schrodinger (and common sense), the cat is either alive or dead in the box. We cannot know which is the case without opening it and taking a look – nevertheless, the reality is that the cat is either alive or dead prior to our opening the box. According to the Copenhagen interpretation, however, the cat is neither alive nor dead until we open the box.
Thus Schrodinger takes a view that follows Einstein's criticism of Bohr – that uncertainly is a feature of our observation, not of reality. One way of describing the situation is to say that Bohr and Heisenberg argue for essential indeterminism, whereas Schrodinger and Einstein accept only an indeterminism of observation.
Comment
There is an absolutely fundamental philosophical dilemma here. We cannot know “A” without observing it using method “X”. (“X” here is related to the nature of our senses or the apparatus we need to use in order to observe “A”.)
All we can know is the experience “A through X”.
We may then discover a new way of observing A – leading to the experience “A through Y”.
But we cannot know A in a way that is independent of both X and Y, neither does it make sense to try to go for a “lowest common denominator” between the two experiences – since everything we know about A is filtered through either X or Y. What is more, within the terms of X, Y may make no sense, and vice versa. We either say “A has a definite nature, but we cannot know what it is. All we can know is “A through X” and “A through Y””, or we might say “It makes no sense to say that A has a definite nature, since it appears differently in different situations.”
There is no logical way to choose between these two statement, since there is no evidence that can help decide the matter. Hence the Copenhagen interpretation sees observation as creating reality, whereas Einstein saw reality as something prior to our observation.
The key thing is how this leaves the task of physics. For Bohr, physics is not about external reality independent of observation – it is not about what “is” – but about what we can talk about, and of course, we can only talk about what we can observe, which is reality encountered through the particular scientific methods we use.
There is also an important distinction (made by David Bohm and David Peat in Science, Order and Creativity, Routledge, 1988) between the explicate order, which is known to the senses, and the implicate order, which is a restless flow of energy in events and processes. (This would seem to have parallels with Kant's distinction between things in themselves – noumena – and things as we experience them – phenomena.)
There is an important argument in favour of the anti-realist view of scientific theories, concerning the very nature of what a theory is. Theories are generalizations, they attempt to show and to predict across a wide range of actual situations. Indeed, the experimental nature of most scientific research aims at eliminating irrelevant factors in order to be able to develop the most general theory possible.
Now in the real world (as was pointed out by Duhem and others) there are no generalities. You cannot isolate an atom from its surroundings and form a theory about it. Everything interconnects with everything else – all we have are a very large number of actual situations. Our theories can never represent any one of these, because they try to extract only generalized features. Theories deal with ideal sets of circumstances, not with actual ones.
EXAMPLE
A general theory of what a hat is, may include the most significant points – that it is worn on the head, for example. But however good that general description and however useful in distinguishing hats from other garments, it will never be the description of any one particular hat. If it were, it would apply to that one thing only.
So a theory applies to everything in general only by applying to nothing in particular.
There are limitations to the application of arguments about determination and observation – one of which is that they should not be applied at an inappropriate level. Thus, for example, according to Schrodinger, we cannot apply the principles of quantum physics to human beings; they operate at very different levels of reality. We do not experience ourselves as being determined by being observed.
But clearly, there is another way of looking at this. Human beings, once observed, are determined, even if, as observers, they are not determined. But that is exactly the point that Kant was making in terms of noumena and phenomena – it was key to his “Copernican revolution” that our minds impose order on experience. In a sense, quantum theory does the same – it is the act of observation that imposes an either/or on the otherwise indeterminate activity of particles.
4.3. Language
We always need to keep in mind that “facts” are statements. They are not the same thing as the information we receive through the senses – rather, they are claims that arise as a result of the way in which our minds process and interpret that information. We all have conceptual frameworks which suggest to us how we should interpret our experience. We never come to a new experience without some sort of anticipation about what it will be like. The words we use to describe it are part of that framework. They relate this new experience to what we and other people have known in the past. They are a kind of shorthand that saves us from having to begin from scratch to describe the elements of everything we see. So the words we use, and the facts that they express, have meanings that are already given to us by the society that shares our language. Therefore, a “fact” is never neutral in terms of language, it is never free from all that language has become as it has developed and grown its vocabulary. Everything we see, we see “as” something; that is a general feature of experience, but it is also the result of using language. You cannot describe something unless you can find existing words that convey something similar – and, whether those words are used literally or metaphorically, they colour and give meaning to what is described.
Language is active is shaping our experience, it is not simply a transparent medium through which experience may be communicated. Once we appreciate that, we can start to see the limitations of attempts to find an “ideal” or scientific language – an attempt made by the logical positivists, as we shall see a little later.
The propositions of science are not derived solely from facts, although they often appear to be so. Propositions always depend on other propositions and are therefore always open to question, always fallible. We can only understand a scientific theory because the words and ideas in which it is expressed are already familiar to us. We may, of course, misunderstand a theory, if the words used to describe it mean something different to us. Ideally, both speaker and hearer should get together and the speaker point directly to the realities to which the words he or she is using refer. Of course, much of science deals with matters that are not directly observable by human sense organs; the unaided eye cannot see an atom. So it is not possible simply to compare a scientific statement with one's own experience in order to confirm or refute it. Indeed, if that were the case, there would have been no need for science to develop experiments or equipment to extend the range of what we can detect. What we are asking, if language is somehow to be shown to reflect the reality we are trying to describe, is that there should be correspondence between that language and the reality – and that requires some way of showing that what is being said corresponds with something that is observable. Now clearly, if you could observe something directly there would be no problem. The task of scientific language is to describe what goes beyond observation. The question is how it can be shown to do so or to what extent language is actually selected and given its validity by the subjective wishes of the person using it or by the society that creates its meanings. The major question therefore: is your language objective (accurately reflective what is “out there”) or subjective (the product of your own personal and social circumstances) or does it contain an element of both and – if so – how are they balanced?
4.4. Clarity
Clarity is a key feature in any language which is to convey scientific theories accurately. A good example of the scientific insistence on correct language is in the complaints made by Galileo about those who tried to cover over their ignorance about causation by saying that something “influenced” or “had an affinity with” something else. These, he believed, had no factual meaning and it would have been far more honest to say that one did not know any way in which the one could cause the other. He considered that all such vague use of language gave the impression that the speaker was pretending to offer a reason, but without any concrete evidence, and therefore had a tendency to mislead.
What then can be said about the world, and what cannot? We have already encountered the logical positivists. Impressed with the obvious success of the scientific method, they sought to accept as factually correct only those statements whose meaning could be verified with reference to the sort of evidence that would be appropriate in a scientific experiment. Following the work of Mach and Russell, they divided all statements up into logical and mathematical terms on one side and claims about empirical facts on the other. The former were known prior to experience (a priori) but the latter needed to be related to the objects of sense experience.
If words thus pictured the objects of sense experience, the problem was to find the correspondence rules by which one could relate particular term to the observations upon which it was based. If you couldn't, in theory at least, specify the observations upon which something was based, then it was meaningless.
Wittgenstein had a remarkable statement at the opening of his book
Tractatus:
The world is everything that is the case.
(Tractatus 1)
He took the view that the function of language was to picture the world:
The totality of true propositions is the whole of natural science.
(Tractatus 4.11)
He ends the work with the equally famous phrase:
Whereof we cannot speak, thereof we must remain silent. 
Now, Tractatus has been a hugely influential book and – as is well known – later in his life Wittgenstein was to develop a very different approach to language. But for our purposes here, apart from the fact that he saw the function of language as pointing to external facts, we need to note one absolutely crucial thing: that science is to do with propositions, not with external “things”.
In other words
Science does not make the atom what it is or create DNA or shape the universe from the “Big Bang” onwards. Science is not the same thing as the world it investigates. It is – exactly as Wittgenstein said – the totality of propositions. “Science” is a network of words, ideas, mathematical calculations, formulas and theories. It is a form of language. It is a human construct. That is why it is both possible and important to have a philosophy of science, for once investigations and experiments are carried out, their results are evaluated and find their place within this ever-changing network of propositions. Without thought and language, science does not exist. Philosophy can remind scientists that facts always contain an element of interpretation. Facts are the product of a thinking mind encountering external evidence and they therefore contain both that evidence and the mental framework by means of which it has been apprehended and through which it is articulated.
Correspondence
The clear implication of the whole approach of the logical positivists was that the language of science should simply offer a convenient summary of what could be investigated directly. In other words, a scientific theory is simply a convenient way of saying that if you observe a “particular” thing on every occasion that these “particular” conditions occur, then you will observe this “particular” phenomenon. What scientific statements do is to replace the “particulars” of experience with a general summary. Clearly, the ultimate test of a statement is therefore the experimental evidence upon which it is based. Words have to correspond to external experienced facts.
The problem is that you can say, for example, that a mass or a force is measured in a particular way. That measurement gives justification for saying that the terms “mass” or “force” have meaning. But clearly you cannot go out and measure the mass of everything, or the totality of forces that are operating in the universe. Hence such general terms always go beyond the totality of actual observations on which they are based. They sum up and predict observations. For the logical positivists, the truth of a statement depended in being able (at least in theory) to check it against evidence for the physical reality to which it corresponds. Scientific theories can never be fully checked out in this way, since they always go beyond the evidence; that is their purpose, to give general statements that go beyond what can be said through description.
Dispositional properties
When a material is described, it is necessary to say more than what it looks like; one needs to say (based on experiments) how it is likely to behave in particular circumstances. Thus, if I pick up a delicate piece of glassware, I know that it has the dispositional property to be fragile. The only meaning I can give to that property is that, were I to drop the glassware, it would break. Now the term “fragile” is not a physical thing; it is an adjective rather than a noun. I cannot point and say “there is fragile”. I use the word “fragile” as a convenient way of summarizing the experience of seeing things dropped or otherwise damaged. It is thus possible to have general terms which are meaningful and which satisfy the requirement of logical positivism that the meaning of a statement is its method of verification. It would be easy to verify that all glassware is fragile.

Interpretation
Paul Feyerabend (1924-1994) pointed out that we are constantly interpreting experience and that our interpretation is linked to all the rest of our experience. Whatever I come across, I interpret. Interpreting is part of the process of observation.
EXAMPLE
I look into the sky and see a small black dot. The fact that I see that dot is neither true nor false, it is simply a fact. If I go on to say “There's a plane” it might be true, on the other hand, if the dot turns out to be a bird, then my statement is false.
The logical positivists had argued that, in order to show that something is correct, I must be able to show ways in which that statement corresponds to external reality. I need to specify my evidence. Feyerabend argued that this is, in principle, impossible, since the evidence I produce is again part of my interpretation of the world. I cannot get outside that interpretation. The result of this is that one cannot “fit” one's statements and interpretations to the world itself. One cannot say that they are either true or false in an objective way, so, for Feyerabend, there is no “truth” in science.
Different people have different ways on interpreting experience. Each has an overall Weltanschauung (“world-view”). The problem is that there is no way of judging between different world-views, there is no way of getting beyond them and comparing them with some objective (uninterpreted) reality.
Comment
In a way, this dilemma of not being able to get outside one's own interpretation, is rather like the problem Kant had in the 18th-century with the difference between things in themselves (noumena) and things as we perceive them to be (phenomena). We simply can't get around phenomena, because our ways of knowing are dependent upon them. We cannot get a view of the world that is from nowhere, as every view is from somewhere and that “somewhere” determines how the world is seen.
Fine, but at the end of the day, we have to get things done. There need to be ways of assessing one view as more valuable than another, even if we cannot say that one is right and the other wrong.
4.5. Reductionism and its implications
We saw earlier that Wittgenstein and the logical positivists aimed to assess all language in terms of the external reality to which it pointed and to judge it meaningful if, and only if, it could be verified by reference to some experience. In other words, to say “My car is in front of the house” means “If you go and look in front of the house, you will see my car”. If a statement could not be verified (at least in theory), then it was meaningless. The only exceptions to this were statements about logic and mathematics, which were true by definition, and generally termed “analytic statements”. Logical positivists believed that all “synthetic statements” (i.e. those true with reference to matters of fact, rather than definition) could be “reduced” to basic statements about sense experience.
Reductionism is the term we use for this process. It “reduces” language to strings of simple claims about sense experience. However complex a statement may be, in the end it comes down to such pieces of sense data, strung together with connectives (e.g. if this... then that...; and; but; either/or). It was one of the two “dogmas of empiricism” attacked by Quine. 
Now reductionism is primarily about language, but how we deal with language reflects our understanding of reality. So reductionism influences the approach that we take to complex entities and events. 
There are two ways of examining these:
· A reductionist approach sees “reality” in the smallest component parts of any complex entity (e.g. you are “nothing but” the atoms of which you are made up).

· A holistic view examines the reality of the complex entity itself, rather than in its parts (e.g. you understand a game of chess in terms of overall strategy, rather than the way in which individual pieces are being moved).

Science can operate in both ways. On the one hand, it can analyse complex entities into their constitutive parts and, on the other, it can explore how individual things work together in ways that depend on their complex patterning.
EXAMPLE
In the early days of computing, every command had to be learned and typed in order to get a program to work. In basic word processing, one needed to remember the code for “bold” for example and enter that before and after the word to be emboldened in the text. In a modern word processor, one simply highlights the text and clicks on a button labelled “bold”. The more complex the processor, the simpler the action required.
We all know that, beneath the apparently instinctive operations of programs, there is a level of code in which everything is reduced to simple bits of information in the form of “0”s and “1” s. The letter you have typed, or design you have drawn is “nothing but” those bits of information – there is nothing in the computer memory to represent it other than that such strings of machine code. Yet what you see in the design you have drawn, or mean by what you have written, is of a different order of significance from the basic code into which the computer reduces it.
In theory, a perfectly programmed computer would respond automatically and one need never be aware of the program, the commands or the machine code. One would simply express, oneself and it would happen – the software would have become transparent.
Perhaps that is what happens with the human brain. It is so complex that there is no opportunity to examine the firing of individual neurones – it just “thinks”. That does not mean that the thinking takes place in some other location – that there is some secret “ghostly” mind that does the thinking – simply that the process is so complex that it is experienced as spontaneous. In this perspective, reductionism is true but irrelevant. Things can be reduced to that basic level, but who needs to do so? The question is not rhetorical and has a clear answer. Research into the effects of strokes and the ability of patients to recover from them has shown that specific portions of the brain have very specialized functions. Although speech, sight or the ability to move one's arms are not experienced as neurone activity in a particular part of the brain, that is what they are in a “reductionist” analysis – and knowing that can lead to a better understanding and treatment.
Various issues will be raised later that are influenced by the reductionist approach. One is the issue of freedom and determinism – since what is experienced as holistically free can be seen on a reductionist analysis as determined. Chaos and complexity issues are also relevant here, as are many aspects of the social sciences. Within the overall scope of science, reductionism has been fundamentally important, since it was the emphasis on evidence as the basis for knowledge that led to the development of modern science. The whole empirical approach to knowledge implies a measure of reductionism. Contrariwise, as we have seen, it is not the only kind of understanding that science uses, and that there are occasions when complex entities need to be considered from the perspective of their complexity, rather than their constituent parts.
Conclusion 
It is clear that many of those who laid the foundations of modern science were optimistic about the benefits to be gained from the application of human reason. Within the broad movement that we call the Renaissance, men and women were of the view that reason would replace crude superstition, that life could and should be examined and that the world could be understood in a way that would allow humankind a more positive measure of control over its destiny. This very positive of the goal of natural philosophy is found in thinkers such as Francis Bacon and Descartes. Indeed, Descartes made it clear in his Discourse on Method (1637) that he was deliberately moving away from speculative philosophy towards a practical philosophy that would aid humankind through the control of nature.
With the expansion of scientific knowledge in the 18th- century, science emerged from under the umbrella of “natural philosophy”. Philosophy was increasingly concerned with discussions about the theory of knowledge, rather than with practical experimentation. Science was starting to impact on a wider public through the development of new instruments and technologies, leading into the Industrial Revolution and the many changes to life that it brought. The impact of science was twofold: it offered both knowledge and control. Some have seen the function of the philosophy of science as limited to an exploration of the methods by which science operates, the language it uses and the way in which it justifies its claims. That is, of course, a perfectly valid function, but it leaves out several crucial questions. Just as one cannot imagine studying ethics without taking into account the impact on society of the actual moral choices that people make, so it seems inadequate to have a philosophy of science that does not also address the impact that its knowledge and (through technology) its control over nature has had.
And, of course, the human world has been profoundly changed by the developments of science and technology. Few today would wish to reject all the benefits of modern medicine, communication or travel. In this sense, it is difficult to argue with the claim that science has been humankind's biggest success. Species in general have survived by adapting to fit their environment; humankind has gone a long way to adapting its environment to suit its own survival.
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For an anthology covering many of the key articles and central questions see: Philosophy of Science: The Central Issues, Martin Curd and J. A. Cover, Norton & Co, 1998.
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For an historical and philosophical introduction to the issues of scientific method: Scientific Method, Barry Gower, Routledge, 1997.
For the philosophy of mind, especially artificial intelligence, see: Minds, Brains and Computers, R. Cummins and D. D. Cummins (eds.), Blackwell, 2000.
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Covering far more issues than even the title would suggest: The Collapse of Chaos; Discovering Simplicity in a Complex World, Jack Cohen and Ian Stewart, Penguin, 2000.
Richard Dawkins' books provide a wonderfully readable overview of science. The Blind Watchmaker (1986) gives a fascinating account of evolution by natural selection. Climbing Mount Improbable (1996) shows how the complexity of life can be accounted for through the small incremental changes brought about by evolution. Unweaving the Rainbow (1998) shows how a scientific analysis, far from detracting from a sense of wonder, actually expands and deepens it (all available from Penguin).
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GLOSSARY

Aesthetics – branch of philosophy concerned with the essence and perception of beauty and ugliness. Aesthetics also deals with the question of whether such qualities are objectively present in the things they appear to qualify, or whether they exist only in the mind of the individual; hence, whether objects are perceived by a particular mode, the aesthetic mode, or whether instead the objects have, in themselves, special qualities –aesthetic qualities. Philosophy also asks if there is a difference between the beautiful and the sublime.
Agnosticism – Belief that human beings do not have sufficient evidens to warrant either the affirmation or the denial of a proposition. The term is used especially in reference to our lack of knowledge of the existence of god. In this, the agnostic, who holds that we cannot know whether or not god exists, differs from the atheist, who denies that god exists. 
Recommended Reading: Clarence Darrow, Why I Am an Agnostic and Other Essays (Prometheus, 1994) and Bertrand Russell, Why I Am Not a Christian, and Other Essays on Religion and Related Subjects (Simon & Schuster, 1977) 
Although much influenced by the Logical Positivism of Carnap and other members of the Vienna Circle, Quine famously rejected one of that group's cardinal doctrines, the analytic-synthetic distinction. According to this doctrine, there is a fundamental difference between statements such as “All bachelors are unmarried,” which are true or false solely by virtue of the meanings of the terms they contain, and statements such as “All swans are white,” which are true or false by virtue of nonlinguistic facts about the world. Quine argued that no coherent definition of analyticity had ever been proposed. One consequence of his view was that the truths of mathematics and logic, which the positivists had regarded as analytic, and the empirical truths of science differed only in “degree” and not kind. In keeping with his empiricism, Quine held that both the former and the latter were known through experience and were thus in principle revisable in the face of countervailing evidence.
In ontology, Quine recognized only those entities that it was necessary to postulate in order to assume that our best scientific theories are true – specifically, concrete physical objects and abstract sets, which were required by the mathematics used in many scientific disciplines. He rejected notions such as properties, propositions, and meanings as ill-defined or scientifically useless.
In the philosophy of language, Quine was known for his behaviourist account of language learning and for his thesis of the “indeterminacy of translation.” This is the view that there are always indefinitely many possible translations of one language into another, each of which is equally compatible with the totality of empirical evidence available to linguistic investigators. There is thus no “fact of the matter” about which translation of a language is correct. The indeterminacy of translation is an instance of a more general view, which Quine called “ontological relativity,” that claims that for any given scientific theory there are always indefinitely many alternatives entailing different ontological assumptions but accounting for all available evidence equally well. Thus, it does not make sense to say that one theory rather than another gives a true description of the world.
Among Quine's many books are Word and Object (1960), The Roots of Reference (1974), and his autobiography, The Time of My Life (1985).
Analytic statements – those whose truth is established by definition (e.g. logic and mathematical statements), rather than by evidence (see synthetic statements). 
Anaxagoras (500?-428bc), Greek philosopher who introduced the notion of nous (Greek, “mind” or “reason”) into the philosophy of origins. Born in Clazomenae (near modern İzmir, Turkey), Anaxagoras was the first philosopher to settle (circa 480) in Athens, later a flourishing center of philosophy. His pupils included the Greek statesman Pericles, the Greek dramatist Euripides, and probably Socrates. Anaxagoras had taught in Athens for about 30 years when he was imprisoned for impiety for suggesting that the sun is a hot stone and the moon made of earth. Later he went to Ionia (in Asia Minor) and settled at Lampsacus, a colony of Miletus, where he died.
Anaxagoras explained his philosophy in Peri Physeos (On Nature), but only fragments of the books have survived. He held that all matter had existed originally as atoms, or molecules; that these atoms, infinitely numerous and infinitesimally small, had existed from all eternity; and that order was first produced out of this infinite chaos of minute atoms through the influence and operation of an eternal intelligence (nous). He also believed that all bodies are simply aggregations of atoms, for example, that a bar of gold, iron, or copper is composed of inconceivably minute particles of the same material.
Anaxagoras marks a great turning point in the history of Greek philosophy: His doctrine of the nous was adopted by Aristotle, and his doctrine of atoms prepared the way for the atomic theory of the philosopher Democritus.
Anaximander (circa 611-c. 547 bc), Greek philosopher, mathematician, and astronomer, born in Miletus in what is now Turkey. He was a disciple and friend of the Greek philosopher Thales. Anaximander is said to have discovered the obliquity of the ecliptic, that is, the angle at which the plane of the ecliptic is inclined to the celestial equator. He is credited with introducing the sundial into Greece and with inventing cartography. Anaximander's outstanding contribution was his authorship of the earliest prose work concerning the cosmos and the origins of life. He conceived of the universe as a number of concentric cylinders, of which the outermost is the sun, the middle is the moon, and the innermost is the stars. Within these cylinders is the earth, unsupported and drum-shaped. Anaximander postulated the origin of the universe as the result of the separation of opposites from the primordial material. Hot moved outward, separating from cold, and then dry from wet. Further, Anaximander held that all things eventually return to the element from which they originated
Additional reading: G.S. Kirk and J.E. Raven, The Presocratic Philosophers (1957); Charles H. Kahn, Anaximander and the Origins of Greek Cosmology (1960); Paul Seligman, The Apeiron of Anaximander (1962).
Aquinas Thomas – (1224-1274) Born to an aristocratic family living in Roccasecca, Italy, Thomas Aquinas joined the Dominican order while studying philosophy and theology at Naples. Later he pursued additional studies in Paris and Köln, where he was exposed to Aristotelean thought by Albert the Great and William of Moerbeke. During the rest of his life, he taught at Paris and Rome, writing millions of words on philosophical and theological issues and earning his reputation among the scholastics as "the angelic doctor." Aquinas developed in massive detail a synthesis of Christianity and Aristotelian philosophy that became the official doctrine of Roman Catholic theology in 1879. De Ente et Essentia (On Being and Essence) includes a basic statement of Aquinas's metaphysical position. His literary activity stopped abruptly as the result of a religious experience a few months before his death. 
Although he wrote many commentaries on the works of Aristotle and a comprehensive Summa de Veritate Catholicae Fidei contra Gentiles (Summa Contra Gentiles) (1259-1264), Aquinas's unfinished Summa Theologica (1265-1273) represents the most complete statement of his philosophical system. The sections of greatest interest for survey courses include his views on the nature of god, including the five ways to prove god's existence, and his exposition of natural law. 
Although matters of such importance should be accepted on the basis of divine revelation alone, Aquinas held, it is at least possible (and perhaps even desirable) in some circumstances to achieve genuine knowledge of them by means of the rigorous application of human reason. As embodied souls (hylomorphic composites), human beings naturally rely on sensory information for their knowledge of the world. Reading hint: Although the rigidly formal structure of the Summa articles can be rather confusing to a modern reader, the central portion beginning with the words, "I answer that..." is always a direct statement of Aquinas's own position. 
More information:The thorough collection of resources at EpistemeLinks.com; An article in The Internet Encyclopedia of Philosophy; The excellent bibliography prepared by Thérèsa Bonin.; Walter Farrell's masterly Companion to the Summa; The article in the Columbia Encyclopedia at Bartleby.com.; Gyula Klima's essay on faith and reason in Aquinas.; Robert Sarkissian's philosophical summary.; The extensive biography of Aquinas at Brother Michael's Internet Catholic Church.; Bob Beard's brief guide to Aquinas studies.; The entry at Biography.com. 
Archimedes – (287-212 bc), preeminent Greek mathematician and inventor, who wrote important works on plane and solid geometry, arithmetic, and mechanics. Archimedes was born in Syracuse, Sicily, and educated in Alexandria, Egypt. In pure mathematics he anticipated many of the discoveries of modern science, such as the integral calculus, through his studies of the areas and volumes of curved solid figures and the areas of plane figures. He also proved that the volume of a sphere is two-thirds the volume of a cylinder that circumscribes the sphere.  In mechanics, Archimedes defined the principle of the lever and is credited with inventing the compound pulley. During his stay in Egypt he invented the hydraulic screw for raising water from a lower to a higher level. He is best known for discovering the law of hydrostatics, often called Archimedes' principle, which states that a body immersed in fluid loses weight equal to the weight of the amount of fluid it displaces. This discovery is said to have been made as Archimedes stepped into his bath and perceived the displaced water overflowing.  Archimedes spent the major part of his life in Sicily, in and around Syracuse. He did not hold any public office but devoted his entire lifetime to research and experiment. During the Roman conquest of Sicily, however, he placed his gifts at the disposal of the state, and several of his mechanical devices were employed in the defense of Syracuse. Among the war machines attributed to him are the catapult and – perhaps legendary – a mirror system for focusing the sun's rays on the invaders' boats and igniting them. After the capture of Syracuse during the Second Punic War, Archimedes was killed by a Roman soldier who found him drawing a mathematical diagram in the sand. It is said that Archimedes was so absorbed in calculation that he offended the intruder merely by remarking, “Do not disturb my diagrams.” Several of his works on mathematics and mechanics survive, including Floating Bodies, The Sand Reckoner, Measurement of the Circle, Spirals, and Sphere and Cylinder. They all exhibit the rigor and imaginativeness of his mathematical thinking.
Aristotle – (384 - 322 bc), Greek philosopher and scientist, who shares with Plato and Socrates the distinction of being the most famous of ancient philosophers. A student of ancient Greek philosopher Plato, Aristotle shared his teacher’s reverence for human knowledge but revised many of Plato’s ideas by emphasizing methods rooted in observation and experience. Aristotle surveyed and systematized nearly all the extant branches of knowledge and provided the first ordered accounts of biology, psychology, physics, and literary theory. In addition, Aristotle invented the field known as formal logic, pioneered zoology, and addressed virtually every major philosophical problem known during his time. Known to medieval intellectuals as simply “the Philosopher,” Aristotle is possibly the greatest thinker in Western history, and historically, perhaps the single greatest influence on Western intellectual development.
Athomic theory. Beginning with Democritus, who lived during the late 5th and early 4th centuries bc, Greek philosophers developed a theory of matter that was not based on experimental evidence, but on their attempts to understand the universe in philosophical terms. According to this theory, all matter was composed of tiny, indivisible particles called atoms (from the Greek word atomos, meaning “indivisible”). If a sample of a pure element was divided into smaller and smaller parts, eventually a point would be reached at which no further cutting would be possible – this was the atom of that element, the smallest possible bit of that element.
Atomism – the theory (first put forward in the 5th century bce) that all matter is composed of atoms separated by empty space 
Augustine – (354-430), Born to a Christian mother and pagan father at Tagaste in North Africa, Augustine was a confirmed Manichaean during his early years as a student and teacher of rhetoric at Carthage and Rome. But in Milan, during his early thirties, he began to study Neoplatonic philosophy under the guidance of Ambrose and eventually converted to Christianity. An account of his early life and conversion, together with a reasoned defense of his Neoplatonic principles, may be found in the Confessiones. He was named the Christian bishop of Hippo (Annaba, Algeria) in 396, and devoted the remaining decades of his life to the formation of an ascetic religious community. 
Augustine argued against the skeptics that genuine human knowledge can be established with certainty. His explanation of human nature and agency combined stoic and Christian elements. But it was by reference to the abstract philosophy of Plato that Augustine sought to prove the existence of god. Acknowledging the difficulties of divine control and foreknowledge, he used an analysis of the nature of time to defend human freedom in De Gratia et Libero Aribitrio (On Grace and Free Will). 
In De Civitate Dei (The City of God) (413-427) Augustine distinguished religion and morality from politics and tried to establish the proper relations among them, arguing for the church's strict independence from (if not its outright superiority to) the civil state. 
Bacon Francis – (1561-1626), English philosopher and statesman, one of the pioneers of modern scientific thought.
Bacon's writings fall into three categories: philosophical, purely literary, and professional. The best of his philosophical works are The Advancement of Learning (1605), a review in English of the state of knowledge in his own time, and Novum Organum; or, Indications Respecting the Interpretation of Nature (1620).
Bacon's philosophy emphasized the belief that people are the servants and interpreters of nature, that truth is not derived from authority, and that knowledge is the fruit of experience. Bacon is generally credited with having contributed to logic the method known as ampliative inference, a technique of inductive reasoning (see Induction). Previous logicians had practiced induction by simple enumeration, that is, drawing general conclusions from particular data. Bacon's method was to infer by use of analogy, from the characteristics or properties of the larger group to which that datum belonged, leaving to later experience the correction of evident errors. Because it added significantly to the improvement of scientific hypotheses, this method was a fundamental advancement of the scientific method.
Further reading: Bowen, Catherine Drinker. Francis Bacon: The Temper of a Man. 2nd ed. Fordham University Press, 1993.; Du Maurier, Daphne, Dame. The Winding Stair: Francis Bacon, His Rise and Fall. Doubleday, 1977. An intimate portrait, for general readers.; Jardine, Lisa, and Alan Stewart. Hostage to Fortune: The Troubled Life of Francis Bacon. Farrar, Straus & Giroux, 1999. Scholarly biography throws light on his private life as well as his times.; Peltonen, Markku, ed. Cambridge Companion to Bacon. Cambridge University Press, 1996. Scholarly essays on Bacon's writings.; Zagorin, Perez. Francis Bacon. Princeton University Press, 1998. Comprehensive study of his thought and influence.
Bell Alexander Graham – (1847-1922), American inventor and teacher of the deaf, most famous for his invention of the telephone.
Bell was born on March 3, 1847, in Edinburgh, Scotland, and educated at the universities of Edinburgh and London. He immigrated to Canada in 1870 and to the United States in 1871. In the United States he began teaching deaf-mutes, publicizing the system called visible speech. The system, which was developed by his father, the Scottish educator Alexander Melville Bell, shows how the lips, tongue, and throat are used in the articulation of sound. In 1872 Bell founded a school to train teachers of the deaf in Boston, Massachusetts. The school subsequently became part of Boston University, where Bell was appointed professor of vocal physiology. He became a naturalized U.S. citizen in 1882.
Since the age of 18, Bell had been working on the idea of transmitting speech. In 1874, while working on a multiple telegraph, he developed the basic ideas for the telephone. His experiments with his assistant Thomas Watson finally proved successful on March 10, 1876, when the first complete sentence was transmitted: “Watson, come here; I want you.” Subsequent demonstrations, particularly one at the 1876 Centennial Exposition in Philadelphia, Pennsylvania, introduced the telephone to the world and led to the organization of the Bell Telephone Company in 1877.
In 1880 France bestowed on Bell the Volta Prize, worth 50,000 francs, for his invention. With this money he founded the Volta Laboratory in Washington, D.C., where, in that same year, he and his associates invented the photophone, which transmits speech by light rays. Other inventions include the audiometer, used to measure acuity in hearing; the induction balance, used to locate metal objects in human bodies; and the first wax recording cylinder, introduced in 1886. The cylinder, together with the flat wax disc, formed the basis of the modern phonograph.
Bell was one of the cofounders of the National Geographic Society, and he served as its president from 1896 to 1904. He also helped to establish the journal Science by financing it from 1883-1894.
After 1895 Bell's interest turned mostly to aeronautics. Many of his inventions in this area were first tested near his summer home at Baddeck on Cape Breton Island in Nova Scotia, Canada. His study of flight began with the construction of large kites, and in 1907 he devised a kite capable of carrying a person. With a group of associates, including the American inventor and aviator Glenn Hammond Curtiss, Bell developed the aileron, a movable section of an airplane wing that controls roll. They also developed the tricycle landing gear, which first permitted takeoff and landing on a flying field. Applying the principles of aeronautics to marine propulsion, his group started work on hydrofoil boats, which travel above the water at high speeds. His final full-sized “hydrodrome,” developed in 1917, reached speeds in excess of 113 km/h (70 mph) and for many years was the fastest boat in the world.
Bell's continuing studies on the causes and heredity of deafness led to experiments in eugenics, including sheep breeding, and to his book Duration of Life and Conditions Associated with Longevity (1918). He died on August 2, 1922, at Baddeck, where a museum containing many of his original inventions is maintained by the Canadian government.
Bohr Niels (1885-1962), danish physicist who was the first to apply the quantum theory, which restricts the energy of a system to certain discrete values, to the problem of atomic and molecular structure. For this work he received the Nobel Prize for Physics in 1922. He developed the so-called Bohr theory of the atom and liquid model of the atomic nucleus.
Brahe Tycho – (1546-1601), Danish astronomer, who made precise, comprehensive astronomical measurements of the solar system and more than 700 stars. The data Brahe accumulated was superior to all other astronomical measurements made until the invention of the telescope in the early 17th-century.
Brahe was born in Knudstrup in southern Sweden (then part of Denmark). He studied law and philosophy at the universities of Copenhagen and Leipzig; at night, however, Brahe busied himself with observing the stars. With no instruments other than a globe and a pair of compasses, he succeeded in detecting grave errors in the standard astronomical tables, and set about correcting them. In 1572 he discovered a supernova in the constellation Cassiopeia. After Brahe had spent some time traveling and lecturing, Frederick II, king of Denmark and Norway, offered to provide Brahe with funds to construct and equip an astronomical observatory on the island of Hven (now Ven). Brahe accepted the proposal, and in 1576 construction began on the castle of Uranienborg (“fortress of the heavens”), where for 20 years the astronomer pursued his observations.
After the death of Frederick II in 1588, Brahe's benefits were withdrawn by Frederick's successor, Christian IV, and eventually the astronomer was deprived of even his observatory. In 1597 Brahe accepted an invitation to Bohemia from the Holy Roman Emperor Rudolf II, who gave him a pension of 3000 ducats and an estate near Prague, where a new Uranienborg was to be built. However, Brahe died in 1601, before his new observatory was completed.
Brahe never fully accepted the Copernican theory of the universe and sought a compromise by combining it with the old Ptolemaic system. In Brahe's system, the five known planets were supposed to revolve around the sun, which, with the planets, circled the earth each year. The sphere of the stars revolved around the immobile earth once a day.
Although Brahe's theory of planetary motion was flawed, the data he accumulated during his life played a crucial role in developing the correct description of planetary motion. Johannes Kepler, who was Brahe's assistant from 1600 until Brahe's death in 1601, used Brahe's data to help him formulate his three laws of planetary motion.
Carnap Rudilf (1891 –1970), German-born U.S. philosopher of Logical Positivism. He made important contributions to logic, the analysis of language, the theory of probability, and the philosophy of science.
Additional reading: Norman M. Martin's article on Carnap in The Encyclopedia of Philosophy, ed. by Paul Edwards, vol. 2 (1967), pp. 25–33, gives a lucid survey of Carnap's work and the development of his ideas with extensive bibliography. An especially valuable source is The Philosophy of Rudolf Carnap, ed. by P.A. Schilpp (1963). Roger C. Buck and Robert S. Cohen (eds.), PSA 1970: In Memory of Rudolf Carnap (1971), is a large collection of essays on his qualities as a man, a teacher, and a thinker.
Cassirer Ernst (1874 –1945), a German philosopher He was one of the major figures in the development of philosophical idealism in the first half of the 20th century. Influenced by Hermann Cohen and rooted in the Marburg tradition of Neo-Kantianism, Cassirer developed a philosophy of culture as a theory of symbols founded on a phenomenology of knowledge.
Additional reading: Cassirer's life and work are studied in Seymour W. Itzkoff, Ernst Cassirer (1977); David R. Lipton, Ernst Cassirer (1978); Paul Arthur Schilpp, The Philosophy of Ernst Cassirer (1949, reissued 1973); and John Michael Krois, Cassirer: Symbolic Forms and History (1987).
Copernicus Nicolaus – (1473-1543), Polish astronomer, best known for his astronomical theory that the sun is at rest near the center of the universe, and that the earth, spinning on its axis once daily, revolves annually around the sun. This is called the heliocentric, or sun-centered, system. See Astronomy; History of Astronomy; Solar System.
Copernicus revolutionized science by postulating that the earth and other planets revolve about a stationary sun. Developed in the early 1500s but not published until years later, his heliocentric theory disputed the Ptolemaic theory, popular at the time, which held that the sun and the planets revolved about the fixed earth. Copernicus at first hesitated in publishing his findings because he feared criticism from the scientific and religious communities. After suffering initial disbelief and rejection, however, the Copernican system ranked as the most accepted concept of the universe by the late 17th century.
Correspondence theory – the theory that the meaning of a word is given by the object to which that word corresponds (problematic if we have no independent knowledge of objects). 
Darwin Charles Robert – (1809-1882), British scientist, who laid the foundation of modern evolutionary theory with his concept of the development of all forms of life through the slow-working process of natural selection. His work was of major influence on the life and earth sciences and on modern thought in general.
Deduction – general logical method, “from the general to the specific”, or from the universal to the particular”.
Descartes René (1596-1650), French philosopher, scientist, and mathematician, sometimes called the father of modern philosophy.
Born in La Haye, Touraine (a region and former province of France), Descartes was the son of a minor nobleman and belonged to a family that had produced a number of learned men. 
It was probably during the first years of his residence in the Netherlands that Descartes wrote his first major work, Essais philosophiques (Philosophical Essays), published in 1637. This was followed by other philosophical works, among them Meditationes de Prima Philosophia (Meditations on First Philosophy, 1641; revised 1642) and Principia Philosophiae (The Principles of Philosophy, 1644). The latter volume was dedicated to Princess Elizabeth Stuart of Bohemia, who lived in the Netherlands and with whom Descartes had formed a deep friendship. In 1649 Descartes was invited to the court of Queen Christina of Sweden in Stockholm to give the queen instruction in philosophy. The rigors of the northern winter brought on the pneumonia that caused his death in 1650.
Descartes attempted to apply the rational inductive methods of science, and particularly of mathematics, to philosophy. Before his time, philosophy had been dominated by the method of Scholasticism, which was entirely based on comparing and contrasting the views of recognized authorities. Rejecting this method, Descartes stated, “In our search for the direct road to truth, we should busy ourselves with no object about which we cannot attain a certitude equal to that of the demonstration of arithmetic and geometry.” He therefore determined to hold nothing true until he had established grounds for believing it true. The single sure fact from which his investigations began was expressed by him in the famous words Cogito, ergo sum, ”I think, therefore I am.” From this postulate that a clear consciousness of his thinking proved his own existence, he argued the existence of God. God, according to Descartes's philosophy, created two classes of substance that make up the whole of reality. One class was thinking substances, or minds, and the other was extended substances, or bodies.
Descartes's philosophy, sometimes called Cartesianism, carried him into elaborate and erroneous explanations of a number of physical phenomena. These explanations, however, had value, because he substituted a system of mechanical interpretations of physical phenomena for the vague spiritual concepts of most earlier writers. Although Descartes had at first been inclined to accept the Copernican theory of the universe with its concept of a system of spinning planets revolving around the sun, he abandoned this theory when it was pronounced heretical by the Roman Catholic church. In its place he devised a theory of vortices in which space was entirely filled with matter, in various states, whirling about the sun.
In the field of physiology, Descartes held that part of the blood was a subtle fluid, which he called animal spirits. The animal spirits, he believed, came into contact with thinking substances in the brain and flowed out along the channels of the nerves to animate the muscles and other parts of the body.
Descartes's study of optics led him to the independent discovery of the fundamental law of reflection: that the angle of incidence is equal to the angle of reflection. His essay on optics was the first published statement of this law. Descartes's treatment of light as a type of pressure in a solid medium paved the way for the undulatory theory of light.
The most notable contribution that Descartes made to mathematics was the systematization of analytic geometry (see Geometry: Analytic Geometry). He was the first mathematician to attempt to classify curves according to the types of equations that produce them. He also made contributions to the theory of equations. Descartes was the first to use the last letters of the alphabet to designate unknown quantities and the first letters to designate known ones. He also invented the method of indices (as in x2) to express the powers of numbers. In addition, he formulated the rule, which is known as Descartes's rule of signs, for finding the number of positive and negative roots for any algebraic equation.
Determinism – the philosophical view that all things are totally conditions by antecedent causes 
Did You Know Galileo died in 1642, while under house arrest imposed upon him by the Roman Catholic Church. In 1992, the Church acknowledged that its condemnation of Galileo was a mistake. Galileo helped develop the scientific method by using experimentation to test physical theories. Galileo constructed the first thermometer.
Duhem Pierre (1861-1916), French physicist, mathematician, and philosopher of science who emphasized a history of modern science based on evolutionary metaphysical concepts. He maintained that the role of theory in science is to systematize relationships rather than to interpret new phenomena.

Duhem studied at the Collège Stanislas and École Normale Supérieure before teaching at Lille and Rennes. As professor of theoretical physics at the University of Bordeaux (1894), he was also known for work in thermodynamics and hydrodynamics. Among his voluminous writings are Études sur Léonard de Vinci (1906–13; “Studies on Leonardo da Vinci”) and La Théorie physique, son objet et sa structure (1906; “Physical Theory, Its Aim and Structure”). In 1913 he began publication of Le Système du monde; Histoire des doctrines cosmologiques, de Platon à Copernic (1913–17; “The World System; History of Cosmological Doctrines from Plato to Copernicus”), which eventually comprehended 10 volumes; but only five were completed by the time of his death.
Duns Scotus (1266-1308), influential Franciscan realist philosopher and scholastic theologian who pioneered the classical defense of the doctrine that Mary, the mother of Jesus, was conceived without original sin (the Immaculate Conception). He also argued that the Incarnation was not dependent on the fact that man had sinned, that will is superior to intellect and love to knowledge, and that the essence of heaven consists in beatific love rather than the vision of God.
Additional reading: Odulf Schafer, Bibliographia de vita, operibus et doctrina Iohannis Duns Scoti, saec. XIX-XX (1955), continued in “Resenha Abreviada da Bibliografia Escotistica Mais Recente” (1954–1966), Revista Portuguesa de Filosofía, 23:338–363 (1967), are exhaustive bibliographies prepared for the Scotistic Commission. De doctrina Iohannis Duns Scoti, 4 vol. (1968), contains 125 papers given at the 2nd International Scotistic Congress 1966 on the philosophy, theology, and influence of Scotus; Deus et Homo ad mentem I. Duns Scoti (1972), is a similar collection from the 3rd International Scotistic Congress 1970. A.B. Wolter (trans.), Duns Scotus, Philosophical Writings (1962), includes selections from the Ordinatio; and A Treatise on God As First Principle (1966), the De Primo Principio, and selections from the Lectura. On the theology of Scotus, see the article by C. Balic in the New Catholic Encyclopedia, vol. 4 (1967). On his philosophy, the following are particularly recommended: A.B. Wolter in the Encyclopedia of Philosophy, vol. 2 (1967), a concise general introduction; Efrem Bettoni, Duns Scotus: The Basic Principles of His Philosophy (1961), a more detailed analysis with a good bibliography; J.K. Ryan and B.M. Bonansea (eds.), John Duns Scotus, 1265–1965 (1965), a series of essays; F.C. Copleston, A History of Philosophy, 2nd ed., vol. 2 (1950); and D.E. Sharp, Franciscan Philosophy at Oxford in the Thirteenth Century (1930).
Einstein Albert – (1879-1955), German-born American physicist and Nobel laureate, best known as the creator of the special and general theories of relativity and for his bold hypothesis concerning the particle nature of light. He is perhaps the most well-known scientist of the 20th century.
Einstein’s third major paper in 1905, “On the Electrodynamics of Moving Bodies,” contained what became known as the special theory of relativity. Since the time of the English mathematician and physicist Sir Isaac Newton, natural philosophers (as physicists and chemists were known) had been trying to understand the nature of matter and radiation, and how they interacted in some unified world picture. The position that mechanical laws are fundamental has become known as the mechanical world view, and the position that electrical laws are fundamental has become known as the electromagnetic world view. Neither approach, however, is capable of providing a consistent explanation for the way radiation (light, for example) and matter interact when viewed from different inertial frames of reference, that is, an interaction viewed simultaneously by an observer at rest and an observer moving at uniform speed.
In the spring of 1905, after considering these problems for ten years, Einstein realized that the crux of the problem lay not in a theory of matter but in a theory of measurement. At the heart of his special theory of relativity was the realization that all measurements of time and space depend on judgments as to whether two distant events occur simultaneously. This led him to develop a theory based on two postulates: the principle of relativity, that physical laws are the same in all inertial reference systems, and the principle of the invariance of the speed of light, that the speed of light in a vacuum is a universal constant. He was thus able to provide a consistent and correct description of physical events in different inertial frames of reference without making special assumptions about the nature of matter or radiation, or how they interact. Virtually no one understood Einstein’s argument.
Even before he left the patent office in 1907, Einstein began work on extending and generalizing the theory of relativity to all coordinate systems. He began by enunciating the principle of equivalence, a postulate that gravitational fields are equivalent to accelerations of the frame of reference. For example, people in a moving elevator cannot, in principle, decide whether the force that acts on them is caused by gravitation or by a constant acceleration of the elevator. The full general theory of relativity was not published until 1916. In this theory the interactions of bodies, which heretofore had been ascribed to gravitational forces, are explained as the influence of bodies on the geometry of space-time (four-dimensional space, a mathematical abstraction, having the three dimensions from Euclidean space and time as the fourth dimension).
On the basis of the general theory of relativity, Einstein accounted for the previously unexplained variations in the orbital motion of the planets and predicted the bending of starlight in the vicinity of a massive body such as the sun. The confirmation of this latter phenomenon during an eclipse of the sun in 1919 became a media event, and Einstein’s fame spread worldwide.
For the rest of his life Einstein devoted considerable time to generalizing his theory even more. His last effort, the unified field theory, which was not entirely successful, was an attempt to understand all physical interactions – including electromagnetic interactions and weak and strong interactions– in terms of the modification of the geometry of space-time between interacting entities.
Most of Einstein’s colleagues felt that these efforts were misguided. Between 1915 and 1930 the mainstream of physics was in developing a new conception of the fundamental character of matter, known as quantum theory. This theory contained the feature of wave-particle duality (light exhibits the properties of a particle, as well as of a wave) that Einstein had earlier urged as necessary, as well as the uncertainty principle, which states that precision in measuring processes is limited. Additionally, it contained a novel rejection, at a fundamental level, of the notion of strict causality. Einstein, however, would not accept such notions and remained a critic of these developments until the end of his life. “God,” Einstein once said, “does not play dice with the world.”
After 1919, Einstein became internationally renowned. He accrued honors and awards, including the Nobel Prize in physics in 1921, from various world scientific societies. His visit to any part of the world became a national event; photographers and reporters followed him everywhere. While regretting his loss of privacy, Einstein capitalized on his fame to further his own political and social views.
The two social movements that received his full support were pacifism and Zionism. During World War I he was one of a handful of German academics willing to publicly decry Germany’s involvement in the war. After the war his continued public support of pacifist and Zionist goals made him the target of vicious attacks by anti-Semitic and right-wing elements in Germany. Even his scientific theories were publicly ridiculed, especially the theory of relativity.
When Hitler came to power, Einstein immediately decided to leave Germany for the United States. He took a position at the Institute for Advanced Study at Princeton, New Jersey. While continuing his efforts on behalf of world Zionism, Einstein renounced his former pacifist stand in the face of the awesome threat to humankind posed by the Nazi regime in Germany.
In 1939 Einstein collaborated with several other physicists in writing a letter to President Franklin D. Roosevelt, pointing out the possibility of making an atomic bomb and the likelihood that the German government was embarking on such a course. The letter, which bore only Einstein’s signature, helped lend urgency to efforts in the U.S. to build the atomic bomb, but Einstein himself played no role in the work and knew nothing about it at the time.
After the war, Einstein was active in the cause of international disarmament and world government. He continued his active support of Zionism but declined the offer made by leaders of the state of Israel to become president of that country. In the U.S. during the late 1940s and early ‘50s he spoke out on the need for the nation’s intellectuals to make any sacrifice necessary to preserve political freedom. Einstein died in Princeton on April 18, 1955.
Einstein’s efforts in behalf of social causes have sometimes been viewed as unrealistic. In fact, his proposals were always carefully thought out. Like his scientific theories, they were motivated by sound intuition based on a shrewd and careful assessment of evidence and observation. Although Einstein gave much of himself to political and social causes, science always came first, because, he often said, only the discovery of the nature of the universe would have lasting meaning. His writings include Relativity: The Special and General Theory (1916); About Zionism (1931); Builders of the Universe (1932); Why War? (1933), with Sigmund Freud; The World as I See It (1934); The Evolution of Physics (1938), with the Polish physicist Leopold Infeld; and Out of My Later Years (1950). Einstein’s collected papers are being published in a multivolume work, beginning in 1987.
Further reading: MacDonald, Fiona. Albert Einstein: The Genius Behind the Theory of Relativity. Blackbirch, 2000. For readers in grades 5 to 7.
McPherson, Stephanie S. Ordinary Genius: The Story of Albert Einstein. Carolrhoda, 1995. For readers in grades 4 to 7.
Strathern, Paul. Einstein and Relativity. Doubleday/Anchor, 1999. Compact and accessible; for high school readers.
Swisher, Clairice, ed. Albert Einstein. Greenhaven, 2002. For readers in grades 7 to 12.
Einstein Albert (1879-1955), German-born physicist who developed the special and general theories of relativity and won the Nobel Prize for Physics in 1921 for his explanation of the photoelectric effect. Einstein is generally considered the most influential physicist of the 20th century.
Epicycle – the path traced by a point on the circumference of a circle as that circle is rolled around the circumference of a larger one; used for calculating the orbits of planets up to the 17th century.

Epistemology – (Greek episteme, “knowledge”; logos, “theory”), branch of philosophy that addresses the philosophical problems surrounding the theory of knowledge. Epistemology is concerned with the definition of knowledge and related concepts, the sources and criteria of knowledge, the kinds of knowledge possible and the degree to which each is certain, and the exact relation between the one who knows and the object known.
Ethics – (Greek ethika, from ethos, “character,” “custom”), principles or standards of human conduct, sometimes called morals (Latin mores, “customs”), and, by extension, the study of such principles, sometimes called moral philosophy.
Faraday Michael – (1791-1867), British physicist and chemist, best known for his discoveries of electromagnetic induction and of the laws of electrolysis.
Faraday was born on September 22, 1791, in Newington, Surrey, England. He was the son of a blacksmith and received little formal education. While apprenticed to a bookbinder in London, he read books on scientific subjects and experimented with electricity. In 1812 he attended a series of lectures given by the British chemist Sir Humphry Davy and forwarded the notes he took at these lectures to Davy, together with a request for employment. Davy employed Faraday as an assistant in his chemical laboratory at the Royal Institution and in 1813 took Faraday with him on an extended tour of Europe. Faraday was elected to the Royal Society in 1824 and the following year was appointed director of the laboratory of the Royal Institution. In 1833 he succeeded Davy as professor of chemistry at the institution. Two years later he was given a pension of 300 pounds per year for life. Faraday was the recipient of many scientific honors, including the Royal and Rumford medals of the Royal Society; he was also offered the presidency of the society but declined the honor. He died on August 25, 1867, near Hampton Court, Surrey.
Faraday's earliest researches were in the field of chemistry, following the lead of Davy. A study of chlorine, which Faraday included in his researches, led to the discovery of two new chlorides of carbon. He also discovered benzene. Faraday investigated a number of new varieties of optical glass. In a series of experiments he was successful in liquefying a number of common gases.
The research that established Faraday as the foremost experimental scientist of his day was, however, in the fields of electricity and magnetism. In 1821 he plotted the magnetic field around a conductor carrying an electric current; the existence of the magnetic field had first been observed by the Danish physicist Hans Christian Oersted in 1819. In 1831 Faraday followed this accomplishment with the discovery of electromagnetic induction and in the same year demonstrated the induction of one electric current by another. During this same period of research he investigated the phenomena of electrolysis and discovered two fundamental laws: that the amount of chemical action produced by an electrical current in an electrolyte is proportional to the amount of electricity passing through the electrolyte; and that the amount of a substance deposited from an electrolyte by the action of a current is proportional to the chemical equivalent weight of the substance. Faraday also established the principle that different dielectric substances have different specific inductive capacities.
In experimenting with magnetism, Faraday made two discoveries of great importance; one was the existence of diamagnetism, and the other was the fact that a magnetic field has the power to rotate the plane of polarized light passing through certain types of glass.
Final cause – the purpose of a thing; the actualization of its essenceand potential (in Aristotelian philosophy).
Further reading: Cottingham, John G. Descartes. Blackwell, 1986.; Gaukroger, Stephen. Descartes: An Intellectual Biography. Oxford University Press, 1997.; Rodis-Lewis, Genevieve. Descartes: His Life and Thought. Cornell University Press, 1998.
More information: http://www.wright.edu/cola/descartes/
http://www.maths.tcd.ie/pub/HistMath/People/Descartes/RouseBall/RB_Descartes.html
http://plato.stanford.edu/entries/descartes-works/
Further reading:Browne, Janet. Charles Darwin: The Power of Place. Knopf, 2002. The second volume of a detailed, well-received account of Darwin's life by the editor of his papers. The first volume, Voyaging, appeared in 1995.
Clark, Ronald W. The Survival of Charles Darwin: A Biography of a Man and an Idea. Random House, 1985. An account of Darwin, the Beagle voyage, and social effects.
Desmond, Adrian, and James Moore. Darwin. Viking Penguin, 1991. Portrait of the naturalist.
Evans, J. Edward. Charles Darwin: Revolutionary Biologist. Lerner, 1993. Concise biography for younger readers.
Stefoff, Rebecca. Charles Darwin and the Evolution Revolution. Oxford University Press, 1996. Biography for young adults.
Thomson, Keith Stewart. HMS Beagle: The Story of Darwin's Ship. Norton, 1995. Story of the voyage of the Beagle.
Galileo Galilei – (1564-1642), Italian physicist and astronomer, who, with the German astronomer Johannes Kepler, initiated the scientific revolution that flowered in the work of the English physicist Sir Isaac Newton. Born Galileo Galilei, his main contributions were, in astronomy, the use of the telescope in observation and the discovery of sunspots, lunar mountains and valleys, the four largest satellites of Jupiter, and the phases of Venus. In physics, he discovered the laws of falling bodies and the motions of projectiles. In the history of culture, Galileo stands as a symbol of the battle against authority for freedom of inquiry.
At Padua, Galileo invented a calculating “compass” for the practical solution of mathematical problems. He turned from speculative physics to careful measurements, discovered the law of falling bodies and of the parabolic path of projectiles, studied the motions of pendulums, and investigated mechanics and the strength of materials. He showed little interest in astronomy, although beginning in 1595 he preferred the Copernican theory – that the earth revolves around the sun – to the Aristotelian and Ptolemaic assumption that planets circle a fixed earth. Only the Copernican model supported Galileo’s tide theory, which was based on motions of the earth. In 1609 he heard that a spyglass had been invented in Holland. In August of that year he presented a telescope, about as powerful as a modern field glass, to the doge of Venice. Its value for naval and maritime operations resulted in the doubling of his salary and his assurance of lifelong tenure as a professor.
By December 1609, Galileo had built a telescope of 20 times magnification, with which he discovered mountains and craters on the moon. He also saw that the Milky Way was composed of stars, and he discovered the four largest satellites of Jupiter. He published these findings in March 1610 in The Starry Messenger (trans. 1880). His new fame gained him appointment as court mathematician at Florence; he was thereby freed from teaching duties and had time for research and writing. By December 1610 he had observed the phases of Venus, which contradicted Ptolemaic astronomy and confirmed his preference for the Copernican system.
Professors of philosophy scorned Galileo’s discoveries because Aristotle had held that only perfectly spherical bodies could exist in the heavens and that nothing new could ever appear there. Galileo also disputed with professors at Florence and Pisa over hydrostatics, and he published a book on floating bodies in 1612. Four printed attacks on this book followed, rejecting Galileo’s physics. In 1613 he published a work on sunspots and predicted victory for the Copernican theory. A Pisan professor, in Galileo’s absence, told the Medici (the ruling family of Florence as well as Galileo’s employers) that belief in a moving earth was heretical. In 1614 a Florentine priest denounced Galileists from the pulpit. Galileo wrote a long, open letter on the irrelevance of biblical passages in scientific arguments, holding that interpretation of the Bible should be adapted to increasing knowledge and that no scientific position should ever be made an article of Roman Catholic faith.
Early in 1616, Copernican books were subjected to censorship by edict, and the Jesuit cardinal Robert Bellarmine instructed Galileo that he must no longer hold or defend the concept that the earth moves. Cardinal Bellarmine had previously advised him to treat this subject only hypothetically and for scientific purposes, without taking Copernican concepts as literally true or attempting to reconcile them with the Bible. Galileo remained silent on the subject for years, working on a method of determining longitudes at sea by using his predictions of the positions of Jupiter’s satellites, resuming his earlier studies of falling bodies, and setting forth his views on scientific reasoning in a book on comets, The Assayer (1623; trans. 1957).
In 1624 Galileo began a book he wished to call “Dialogue on the Tides,” in which he discussed the Ptolemaic and Copernican hypotheses in relation to the physics of tides. In 1630 the book was licensed for printing by Roman Catholic censors at Rome, but they altered the title to Dialogue on the Two Chief World Systems (trans. 1661). It was published at Florence in 1632. Despite two official licenses, Galileo was summoned to Rome by the Inquisition to stand trial for “grave suspicion of heresy.” This charge was grounded on a report that Galileo had been personally ordered in 1616 not to discuss Copernicanism either orally or in writing. Cardinal Bellarmine had died, but Galileo produced a certificate signed by the cardinal, stating that Galileo had been subjected to no further restriction than applied to any Roman Catholic under the 1616 edict. No signed document contradicting this was ever found, but Galileo was nevertheless compelled in 1633 to abjure and was sentenced to life imprisonment (swiftly commuted to permanent house arrest). The Dialogue was ordered to be burned, and the sentence against him was to be read publicly in every university.
Galileo’s final book, Discourses Concerning Two New Sciences (trans. 1662-65), which was published at Leiden in 1638, reviews and refines his earlier studies of motion and, in general, the principles of mechanics. The book opened a road that was to lead Newton to the law of universal gravitation that linked Kepler’s planetary laws with Galileo’s mathematical physics. Galileo became blind before it was published, and he died at Arcetri, near Florence, on January 8, 1642.
Galileo’s most valuable scientific contribution was his founding of physics on precise measurements rather than on metaphysical principles and formal logic. More widely influential, however, were The Starry Messenger and the Dialogue, which opened new vistas in astronomy. Galileo’s lifelong struggle to free scientific inquiry from restriction by philosophical and theological interference stands beyond science. Since the full publication of Galileo’s trial documents in the 1870s, entire responsibility for Galileo’s condemnation has customarily been placed on the Roman Catholic church. This conceals the role of the philosophy professors who first persuaded theologians to link Galileo’s science with heresy. An investigation into the astronomer’s condemnation, calling for its reversal, was opened in 1979 by Pope John Paul II. In October 1992 a papal commission acknowledged the Vatican’s error.

Genetic – study of the function and behavior of genes. Genes are bits of biochemical instructions found inside the cells of every organism from bacteria to humans. Offspring receive a mixture of genetic information from both parents. This process contributes to the great variation of traits that we see in nature, such as the color of a flower’s petals, the markings on a butterfly’s wings, or such human behavioral traits as personality or musical talent. Geneticists seek to understand how the information encoded in genes is used and controlled by cells and how it is transmitted from one generation to the next. Geneticists also study how tiny variations in genes can disrupt an organism’s development or cause disease. Increasingly, modern genetics involves genetic engineering, a technique used by scientists to manipulate genes. Genetic engineering has produced many advances in medicine and industry, but the potential for abuse of this technique has also presented society with many ethical and legal controversies. 
Genetic information is encoded and transmitted from generation to generation in deoxyribonucleic acid (DNA). DNA is a coiled molecule organized into structures called chromosomes within cells. Segments along the length of a DNA molecule form genes. Genes direct the synthesis of proteins, the molecular laborers that carry out all life-supporting activities in the cell. Although all humans share the same set of genes, individuals can inherit different forms of a given gene, making each person genetically unique. 
Since the earliest days of plant and animal domestication, around 10,000 years ago, humans have understood that characteristic traits of parents could be transmitted to their offspring. The first to speculate about how this process worked were Greek scholars around the 4th century bc, who promoted theories based on conjecture or superstition. Some of these theories remained in favor for several centuries. The scientific study of genetics did not begin until the late 19th century. In experiments with garden peas, Austrian monk Gregor Mendel described the patterns of inheritance, observing that traits were inherited as separate units. These units are now known as genes. Mendel’s work formed the foundation for later scientific achievements that heralded the era of modern genetics
Heisenberg, Werner (1901-1976), German physicist and philosopher who discovered a way to formulate quantum mechanics in terms of matrices (1925). For that discovery, he was awarded the Nobel Prize for Physics for 1932. In 1927 he published his indeterminacy, or uncertainty, principle, upon which he built his philosophy and for which he is best known. He also made important contributions to the theories of the hydrodynamics of turbulence, the atomic nucleus, ferromagnetism, cosmic rays, and elementary particles, and he planned the first post-World War II German nuclear reactor, at Karlsruhe, then in West Germany.
In his philosophical and methodological writings, Heisenberg was much influenced by Niels Bohr and Albert Einstein. From the former he derived the concepts of the social and dialogical character of scientific invention; the principle of correspondence (pragmatic and model-theoretical continuity) between macrophysics and microphysics; the permanence, though not the universality, of classical physics; the “interactive,” rather than passive, role of the scientific observer in microphysics; and, consequently, the contextualized character of microphysical theories. From Einstein he derived the concepts of simplicity as a criterion of the central order of nature; scientific realism (i.e., science describing nature itself, not merely how nature can be manipulated); and the theory-ladenness of scientific observations. He was coauthor with Bohr of the philosophy of complementarity. In his later work he conceived of a central order in nature, consisting of a set of universal symmetries expressible in a single mathematical equation for all systems of particulate matter. As a public figure, he actively promoted the peaceful use of nuclear energy after World War II and, in 1957, led other German scientists in opposing a move to equip the West German Army with nuclear weapons. He was, in 1954, one of the organizers of the Conseil Européen pour la Recherche Nucléaire (CERN; later, Organisation Européene pour la Recherche Nucléaire) in Geneva.

Helmholtz Hermann (1821 –1894), German physician and physicist who made significant contributions to several widely varied areas of modern science. In physiology and psychology, he is known for his mathematics of the eye, theories of vision, ideas on the visual perception of space, color vision research, and on the sensation of tone, perception of sound, and empiricism. In physics, he is known for his theories on the conservation of energy, work in electrodynamics, chemical thermodynamics, and on a mechanical foundation of thermodynamics. As a philosopher, he is known for his philosophy of science, ideas on the relation between the laws of perception and the laws of nature, the science of aesthetics, and ideas on the civilizing power of science. The largest German association of research institutions, the Helmholtz Association, is named after him.
Heraclitus – (540? – 480? bc), Greek philosopher, who believed that fire is the primordial source of matter and that the entire world is in a constant state of change. He was born in Ephesus, an ancient Greek city in Asia Minor, in what is now Turkey. Because of the loneliness of his life and the obscurity and misanthropy of his philosophy, he is also called the dark philosopher or weeping philosopher. Heraclitus was in a sense one of the founders of Greek metaphysics, although his ideas stem from those of the Ionian school of Greek philosophy. He postulated fire as the primal substance or principle that, through condensation and rarefaction, creates the phenomena of the sensible world. Heraclitus added to the “being” of his predecessors the concept of “becoming,” or flux, which he took to be a basic reality underlying all things, even the most apparently stable. In ethics he introduced a new social emphasis, holding virtue to consist in a subordination of the individual to the laws of a universal, reasonable harmony. Although his thinking was strongly influenced by popular theology, Heraclitus attacked the concepts and ceremonies of the popular religion of his day.
Holistic – describes an approach, argument or view that considers the operations of the whole of a complex entity (as opposed to its constituent parts). 
Hume David (1711-1776), Scottish historian and philosopher, who influenced the development of skepticism and empiricism, two schools of philosophy.
Born in Edinburgh on May 7, 1711, Hume was educated at home and at the University of Edinburgh, at which he matriculated at the age of 12. His health was poor, and after working for a short period in a business house in Bristol, he went to live in France.
From 1734 to 1737 Hume occupied himself intensively with the problems of speculative philosophy and during this period wrote his most important philosophical work, A Treatise of Human Nature (3 volumes, 1739-40), which embodies the essence of his thinking. In spite of its importance, this work was ignored by the public and was, as Hume himself said, “dead-born,” probably because of its abstruse style. Hume's later works were written in the lighter essay or dialogue forms that were popular in his day.
After the publication of the Treatise, Hume returned to his family estate in Berwickshire; there he turned his attention to the problems of ethics and political economy and wrote Essays Moral and Political (2 volumes, 1741-42), which attained immediate success. He failed to obtain an appointment to the faculty of the University of Edinburgh, probably because, even early in his career, he was regarded as a religious skeptic. Hume became, successively, tutor to the insane marquis of Annandale and judge advocate to a British military expedition to France. His Philosophical Essays Concerning Human Understanding (afterward entitled An Enquiry Concerning Human Understanding) appeared in 1748. This book, perhaps his best-known work, is in effect a condensation of the Treatise.
Hume took up residence in Edinburgh in 1751. In 1752, his Political Discourses was published, and in the following year, having again failed to obtain a university professorship, he received an appointment as librarian of the Advocates' Library in Edinburgh. During his 12-year stay in Edinburgh, Hume worked chiefly on his six-volume History of England, which appeared at intervals from 1754 to 1762. In the years 1762 to 1765 Hume served as secretary to the British ambassador in Paris. There he was lionized by French literary circles and formed a friendship with the French philosopher Jean Jacques Rousseau. Hume brought Rousseau back with him to England. Rousseau, however, plagued by delusions of persecution, accused Hume of plotting against him, and the friendship dissolved in public denunciations between the two men. After serving as undersecretary of state in London (1767-68), Hume retired to Edinburgh and there spent the rest of his life. He died August 25, 1776. His autobiography was published posthumously (1777), as was his Dialogues Concerning Natural Religion (1779). Hume had written the Dialogues in the early 1750s but had withheld the work because of its skepticism.
Hume's philosophical position was influenced by the ideas of the British philosophers John Locke and Bishop George Berkeley. Hume and Berkeley both differentiated between reason and sensation. Hume, however, went further, endeavoring to prove that reason and rational judgments are merely habitual associations of distinct sensations or experiences.
In a revolutionary step in the history of philosophy, Hume rejected the basic idea of causation, maintaining that “reason can never show us the connexion of one object with another, though aided by experience, and the observation of their conjunction in all past instances. When the mind, therefore, passes from the idea or impression of one object to the idea or belief of another, it is not determined by reason, but by certain principles, which associate together the ideas of these objects and unite them in the imagination.” Hume's rejection of causation implies a rejection of scientific laws, which are based on the general premise that one event necessarily causes another and predictably always will. According to Hume's philosophy, therefore, knowledge of matters of fact is impossible, although as a practical matter he freely acknowledged that people had to think in terms of cause and effect, and had to assume the validity of their perceptions, or they would go mad. He also admitted the possibility of knowledge of the relationships among ideas, such as the relationships of numbers in mathematics. Hume's skeptical approach also denied the existence both of the spiritual substance postulated by Berkeley and of Locke's “material substance.” Going further, Hume denied the existence of the individual self, maintaining that because people do not have a constant perception of themselves as distinct entities, they “are nothing but a bundle or collection of different perceptions.”
In his ethical thinking, Hume held that the concept of right and wrong is not rational but arises from a regard for one's own happiness. The supreme moral good, according to his view, is benevolence, an unselfish regard for the general welfare of society that Hume regarded as consistent with individual happiness.
As a historian Hume broke away from the traditional chronological account of wars and deeds of state and attempted to describe the economic and intellectual forces that played a part in the history of his country. His History of England was for many years regarded as a classic.
Hume's contributions to economic theory, which influenced the Scottish philosopher and economist Adam Smith and later economists, included his belief that wealth depends not on money but on commodities and his recognition of the effect of social conditions on economics.
Further reading: Ayer, A. J. Hume. Hill and Wang, 1980; Mossner, Ernest C. The Life of David Hume. 2nd ed. Oxford University Press, 1980; Norton, David, ed. Cambridge Companion to Hume. Cambridge University Press, 1993.

Induction – in logic, method of reasoning from a part to a whole, from particulars to general, or from the individual to the universal. 
Induction (inductive inference) - the logical process by which a theory is devised on the basis of cumulative evidence. 
Instrumentalism – the view that scientific laws are to be assessed by the results they yield. 
James Clerk Maxwell – (1831-1879), British physicist, best known for his work on the connection between light and electromagnetic waves (traveling waves of energy).
He summarized the known properties of electric and magnetic phenomena in four equations. The first equation relates the electric field E that passes through a surface area A (such as a sphere) to the electric charge Q enclosed within that surface. The second equation relates the magnetic field B that passes through a surface area A to the magnetic charge enclosed within that surface and states that such a charge is zero, that is, that magnetic charges do not exist. The third equation describes two ways in which a magnetic field B can be induced in a circular loop l. One way involves charges moving through a wire in an electric current I and the other involves a changing electric flux. The fourth equation describes a way in which an electric field E can be induced by a changing magnetic flux. A changing flux is related to a changing field (E or B) and the surface area A through which it is passing.
Kant Immanuel (1724 – 1804), German philosopher whose comprehensive and systematic work in the theory of knowledge, ethics, and aesthetics greatly influenced all subsequent philosophy, especially the various schools of Kantianism and Idealism.
Kant was the foremost thinker of the Enlightenment and one of the greatest philosophers of all time. In him were subsumed new trends that had begun with the Rationalism (stressing reason) of René Descartes and the Empiricism (stressing experience) of Francis Bacon. He thus inaugurated a new era in the development of philosophical thought.
General works: The best introduction is Stephan Körner, Kant (1955, reissued 1982). See also Edward Caird, The Critical Philosophy of Immanuel Kant, 2 vol. (1889, reprinted 1969); Kuno Fischer, Kants Leben und die Grundlagen seiner Lehre (1860); Alois Riehl, Der philosophische Kriticismus . . . , 3rd ed., 3 vol. (1924–26); Bruno Bauch, Immanuel Kant, 4th ed. (1933), in German; Henrich Rickert, Kant als Philosoph der modernen Kultur (1924); Max Wundt, Kant als Metaphysiker (1924); Martin Heidegger, Kant and the Problem of Metaphysics (1962, reissued 1972; originally published in German, 1929); Herman J. de Vleeschauwer, La Déduction transcendentale dans l'oeuvre de Kant, 3 vol. (1934, reissued 1976), and L'Évolution de la pensée kantienne (1939); Pantaleo Carabellese, Il problema della filosofia in Kant (1938); Gottfried Martin, Kant's Metaphysics and Theory of Science (1955, reissued 1974; originally published in German, 1951); Heinz Heimsoeth, Studien zur Philosophie Immanuel Kants, 2nd ed. (1971); Richard Kroner, Kant's Weltanschauung (1956; originally published in German, 1914); Friedrich Delekat, Immanuel Kant, 3rd ed. (1969), in German.
Kepler Johannes – (1571-1630), German astronomer and natural philosopher, noted for formulating and verifying the three laws of planetary motion. These laws are now known as Kepler's laws.
Kepler was born on December 27, 1571, in Weil der Stadt in Württemberg and studied theology and classics at the University of Tübingen. There he was influenced by a mathematics professor, Michael Maestlin, an adherent of the heliocentric theory of planetary motion first developed by the Polish astronomer Nicolaus Copernicus. Kepler accepted Copernican theory (see Copernican System) immediately, believing that the simplicity of Copernican planetary ordering must have been God's plan. In 1594, when Kepler left Tübingen for Graz, Austria, he worked out a complex geometric hypothesis to account for distances between the planetary orbits – orbits that he mistakenly assumed were circular. (Kepler later deduced that planetary orbits are elliptic; nevertheless, these preliminary calculations agreed with observations to within 5 percent.) Kepler then proposed that the sun emits a force that diminishes inversely with distance and pushes the planets around in their orbits. Kepler published his account in a treatise entitled Mysterium Cosmographicum (Cosmographic Mystery) in 1596. This work is significant because it presented the first comprehensive and cogent account of the geometrical advantages of Copernican theory.
Kepler held the chair of astronomy and mathematics at Graz University from 1594 until 1600, when he became assistant to the Danish astronomer Tycho Brahe in the latter's observatory near Prague. On the death of Brahe in 1601, Kepler assumed his position as imperial mathematician and court astronomer to Rudolf II, Holy Roman emperor. One of his major works during this period was Astronomia Nova (New Astronomy, 1609), the great culmination of his painstaking efforts to calculate the orbit of Mars. This treatise contains statements of two of Kepler's so-called laws of planetary motion. The first is that the planets move in elliptic orbits with the sun at one focus; the second, or “area rule,” states that a hypothetical line from the sun to a planet sweeps out equal areas of an ellipse during equal intervals of time; in other words, the closer a planet comes to the sun, the more rapidly it moves.
In 1612 Kepler became mathematician to the states of Oberösterreich (Upper Austria). While living in Linz, he published his Harmonice Mundi (Harmony of the World, 1619), the final section of which contained another discovery about planetary motion: The ratio of the cube of a planet's distance from the sun and the square of the planet's orbital period is a constant and is the same for all planets. See Orbit.
At about the same time he began publishing a book that took three years to appear, the Epitome Astronomiae Copernicanae (Epitome of Copernican Astronomy, 1618-1621), which brought all of Kepler's discoveries together in a single volume. Equally important, it became the first textbook of astronomy to be based on Copernican principles, and for the next three decades it was a major influence in converting many astronomers to Keplerian Copernicanism.
The last major work to appear in Kepler's lifetime was the Tabulae Rudolfinae (Rudolfine Tables, 1625). Based on Brahe's data, the new tables of planetary motion reduced the mean errors from 5° to within 10′ of the actual position of a planet. The English mathematician Sir Isaac Newton relied heavily on Kepler's theories and observations in formulating his theory of gravitational force.
Kepler also made contributions in the field of optics and developed a system of infinitesimals in mathematics, which was a forerunner of calculus.
Kepler died on November 15, 1630, in Regensburg.
Did You Know: In addition to astronomy, Kepler studied astrology, which proposes that astronomical bodies influence the course of earthly events. A Lutheran, Kepler was forced to move and change jobs several times during his life to escape religious persecution.
More information about Kepler: http://csep10.phys.utk.edu/astr161/lect/history/kepler.html; http://www-spof.gsfc.nasa.gov/stargaze/Skeplaws.htm; http://zebu.uoregon.edu/textbook/planets.html
Kuhn Thomas Samuel (1922-1996), American historian and philosopher of science, a leading contributor to the change of focus in the philosophy and sociology of science in the 1960s. Kuhn was born in Cincinnati, Ohio. He received a doctorate in theoretical physics from Harvard University in 1949. But he later shifted his interest to the history and philosophy of science, which he taught at Harvard, the University of California at Berkeley, Princeton University, and Massachusetts Institute of Technology (MIT).
In 1962, Kuhn published The Structure of Scientific Revolutions, which depicted the development of the basic natural sciences in an innovative way. According to Kuhn, the sciences do not uniformly progress strictly by scientific method. Rather, there are two fundamentally different phases of scientific development in the sciences. In the first phase, scientists work within a paradigm (set of accepted beliefs). When the foundation of the paradigm weakens and new theories and scientific methods begin to replace it, the next phase of scientific discovery takes place. Kuhn believes that scientific progress – that is, progress from one paradigm to another – has no logical reasoning. Kuhn's theory has triggered widespread, controversial discussion across many scientific disciplines.

Lakatos Imre (1922-1974), Hungarian-British philosopher of science. Working on thesis he collected materials concerning problems in philosophy of mathematics at Moscow State University.  I. Lakatos taught in the London School of Economics where he became one of the prominent followers of K. Popper. His works “Proofs and Refutations”, and “Falsification and the methodology of scientific research programmes” are wide known.  Lakatos’s key point was methodology of scientific research prgrammes. 
Light year – the distance travelled by light in one year, at a speed of 186,000 miles per second. 
Locke John (1632-1704), English philosopher, who founded the school of empiricism. Locke was born in the village of Wrington, Somerset, on August 29, 1632. He was educated at the University of Oxford and lectured on Greek, rhetoric, and moral philosophy at Oxford from 1661 to 1664. In 1667 Locke began his association with the English statesman Anthony Ashley Cooper, 1st earl of Shaftesbury, to whom Locke was friend, adviser, and physician. Shaftesbury secured for Locke a series of minor government appointments. In 1669, in one of his official capacities, Locke wrote a constitution for the proprietors of the Carolina Colony in North America, but it was never put into effect. In 1675, after the liberal Shaftesbury had fallen from favor, Locke went to France. In 1679 he returned to England, but in view of his opposition to the Roman Catholicism favored by the English monarchy at that time, he soon found it expedient to return to the Continent. From 1683 to 1688 he lived in Holland, and following the so-called Glorious Revolution of 1688 and the restoration of Protestantism to favor, Locke returned once more to England. The new king, William III, appointed Locke to the Board of Trade in 1696, a position from which he resigned because of ill health in 1700. He died in Oates on October 28, 1704.
Locke's empiricism emphasizes the importance of the experience of the senses in pursuit of knowledge rather than intuitive speculation or deduction. The empiricist doctrine was first expounded by the English philosopher and statesman Francis Bacon early in the 17th century, but Locke gave it systematic expression in his Essay Concerning Human Understanding (1690). He regarded the mind of a person at birth as a tabula rasa, a blank slate upon which experience imprinted knowledge, and did not believe in intuition or theories of innate conceptions. Locke also held that all persons are born good, independent, and equal.
Locke's views, in his Two Treatises of Government (1690), attacked the theory of divine right of kings and the nature of the state as conceived by the English philosopher and political theorist Thomas Hobbes. In brief, Locke argued that sovereignty did not reside in the state but with the people, and that the state is supreme, but only if it is bound by civil and what he called “natural” law. Many of Locke's political ideas, such as those relating to natural rights, property rights, the duty of the government to protect these rights, and the rule of the majority, were later embodied in the U.S. Constitution. 
Locke further held that revolution was not only a right but often an obligation, and he advocated a system of checks and balances in government. He also believed in religious freedom and in the separation of church and state. 
Locke's influence in modern philosophy has been profound and, with his application of empirical analysis to ethics, politics, and religion, he remains one of the most important and controversial philosophers of all time. Among his other works are Some Thoughts Concerning Education (1693) and The Reasonableness of Christianity (1695).

Logical positivism – a school of philosophy from the first half of the 20th-century, which, influenced by the success of science, attempted to equate the meaning of a statement with its method of verification.
Metaphysics – branch of philosophy concerned with the nature of ultimate reality. Metaphysics is customarily divided into ontology, which deals with the question of how many fundamentally distinct sorts of entities compose the universe, and metaphysics proper, which is concerned with describing the most general traits of reality. These general traits together define reality and would presumably characterize any universe whatever. Because these traits are not peculiar to this universe, but are common to all possible universes, metaphysics may be conducted at the highest level of abstraction. Ontology, by contrast, because it investigates the ultimate divisions within this universe, is more closely related to the physical world of human experience.
Middle Ages – period in the history of Europe that lasted from about ad 350 to about 1450. At the beginning of the Middle Ages, the western half of the Roman Empire began to fragment into smaller, weaker kingdoms. By the end of the Middle Ages, many modern European states had taken shape. During this time, the precursors of many modern institutions, such as universities and bodies of representative government, were created. No single event ended the ancient world and began the Middle Ages. In fact, no one who lived in what is now called the Middle Ages ever thought of themselves as living in it. In the Middle Ages, people thought they were living in modern times, just as people do today. 
More information: http://www.physicsclassroom.com/mmedia/newtlaws/il.html; http://www-groups.dcs.st-and.ac.uk/~history/Mathematicians/Newton.html; http://www.newton.cam.ac.uk/newtlife.html; http://en.wikipedia.org/wiki/Isaac_Newton
Natural philosophy – the branch of philosophy which considers the physical world; a term used to include science prior to the 18th century
Natural philosophy – the study of nature or of the spatiotemporal world. This was regarded a task for philosophy before the emergency of modern science, especially physics and astronomy, and the term is now only used with reference to premodern times. Philosophical questions about nature still remain, e.g., whether materialism is true, but they would usually be placed in metaphysics or in a branch  of it that may be called philosophy of nature. 
Newton Sir Isaac – (1642-1727), English physicist, mathematician, and natural philosopher, considered one of the most important scientists of all time. Newton formulated laws of universal gravitation and motion – laws that explain how objects move on Earth as well as through the heavens (see Mechanics). He established the modern study of optics – or the behavior of light – and built the first reflecting telescope. His mathematical insights led him to invent the area of mathematics called calculus (which German mathematician Gottfried Wilhelm Leibniz also developed independently). Newton stated his ideas in several published works, two of which, Philosophiae Naturalis Principia Mathematica (Mathematical Principles of Natural Philosophy, 1687) and Opticks (1704), are considered among the greatest scientific works ever produced. Newton’s revolutionary contributions explained the workings of a large part of the physical world in mathematical terms, and they suggested that science may provide explanations for other phenomena as well. 
Occam's Razor, also known as Ockham's razor, and sometimes expressed in Latin as lex parsimoniae (the law of parsimony, economy or succinctness), is a principle that generally recommends from among competing hypotheses selecting the one that makes the fewest new assumptions. The razor's claim that "simpler explanations are, other things being equal, generally better than more complex ones" is amenable to empirical testing. The procedure to test this hypothesis would compare the track records of simple and comparatively complex explanations. The validity of Occam's razor as a tool would then have to be rejected if the more complex explanations were more often correct than the less complex ones (while the converse would lend support to its use)
Possible explanations can get needlessly complex. It is coherent, for instance, to add the involvement of Leprechauns to any explanation, but Occam's razor would prevent such additions, unless they were necessary.
In the history of competing explanations this is certainly not the case. At least, not generally (some increases in complexity are sometimes necessary), and so there remains a justified general bias towards the simpler of two competing explanations. To understand why, consider that, for each accepted explanation of a phenomenon, there is always an infinite number of possible, more complex, and ultimately incorrect alternatives. This is so because one can always burden failing explanations with ad-hoc hypotheses. Ad-hoc hypotheses are justifications which prevent theories from being falsified. Even other empirical criteria like consilience can never truly eliminate such explanations as competition. Each true explanation, then, may have had many alternatives that were simpler and false, but also an infinite number of alternatives that were more complex and false.
Put another way, any new, and even more complex theory can still possibly be true. For example: If an individual makes supernatural claims that Leprechauns were responsible for breaking a vase, the simpler explanation would be that he is mistaken, but ongoing ad-hoc justifications (e.g. "And, that's not me on film, they tampered with that too") successfully prevent outright falsification. This endless supply of elaborate competing explanations cannot be ruled out – but by using Occam's Razo.

Paradigm – a theory or complex of theories which together set the parameters of what is accepted as scientifically valid within its particular sphere of study, Kuhn describes how paradigms may eventually be replaced if they prove inadequate. 
Parmenides (born about 515 bc), Greek philosopher, considered by many scholars the greatest member of the Eleatic school. He is said to have visited Athens at the age of 65, and on that occasion Socrates, then a young man, heard him speak. Parmenides expounded his philosophy in verse form, his only surviving work being large fragments of a didactic poem, On Nature. This work argued for the existence of Absolute Being, the nonexistence of which Parmenides declared to be inconceivable, but the nature of which he admitted to be equally inconceivable, since Absolute Being is dissociated from every limitation under which human beings think. Parmenides held that the phenomena of nature are only apparent and due to human error; they seem to exist, but have no real existence. He also held that reality, True Being, is not known to the senses but is to be found only in reason. This belief makes him a precursor of the idealism of Plato. Parmenides' theory that Being cannot arise from Nonbeing, and that Being neither arises nor passes away, was applied to matter by his successors Empedocles and Democritus, who made it the foundation of their materialistic explanations of the universe.
Paul Feyerabend (1924 - 1994), having studied science at the University of Vienna, moved into philosophy for his doctoral thesis, made a name for himself both as an expositor and (later) as a critic of Karl Popper's “critical rationalism”, and went on to become one of this century's most famous philosophers of science. An imaginative maverick, he became a critic of philosophy of science itself, particularly of “rationalist” attempts to lay down or discover rules of scientific method.
Phenomena – those things that are known through the senses; in Kant, it is the general term used for sense impressions, as opposed to noumena, or things as they are in themselves. 
Philosophy – Western (Greek philosophia, “love of wisdom”), the rational and critical inquiry into basic principles. Philosophy is often divided into four main branches: metaphysics, the investigation of ultimate reality; epistemology, the study of the origins, validity, and limits of knowledge; ethics, the study of the nature of morality and judgment; and aesthetics, the study of the nature of beauty in the fine arts. 
More information: www.philosophypages.com; www.philosophy.umd.edu.

Philosophy of science is concerned with the assumptions, foundations, methods and implications of science. It is also concerned with the use and merit of science and sometimes overlaps metaphysics and epistemology by exploring whether scientific results are actually a study of truth. In addition to these central problems of science as a whole, many philosophers of science also consider problems that apply to particular sciences (e.g. philosophy of biology or philosophy of physics). Some philosophers of science also use contemporary results in science to reach conclusions about philosophy.
Planck Max Karl Ernst Ludwig – (1858-1947), German physicist and Nobel laureate, who was the originator of the quantum theory.
Planck was born in Kiel on April 23, 1858, and educated at the universities of Munich and Berlin. He was appointed professor of physics at the University of Kiel in 1885, and from 1889 until 1928 filled the same position at the University of Berlin. In 1900 Planck postulated that energy is radiated in small, discrete units, which he called quanta. Developing his quantum theory further, he discovered a universal constant of nature, which came to be known as Planck's constant. Planck's law states that the energy of each quantum is equal to the frequency of the radiation multiplied by the universal constant. His discoveries did not, however, supersede the theory that radiation from light or matter is emitted in waves. Physicists now believe that electromagnetic radiation combines the properties of both waves and particles. Planck's discoveries, which were later verified by other scientists, were the basis of an entirely new field of physics, known as quantum mechanics, and provided a foundation for research in such fields as atomic energy. See Atom; Quantum Theory.
Planck received many honors for his work, notably the 1918 Nobel Prize in physics. In 1930 Planck was elected president of the Kaiser Wilhelm Society for the Advancement of Science, the leading association of German scientists, which was later renamed the Max Planck Society. He endangered himself by openly criticizing the Nazi regime that came to power in Germany in 1933 and was forced out of the society, but became president again after World War II. He died at Göttingen on October 4, 1947. Among his writings that have been translated into English are Introduction to Theoretical Physics (5 volumes, 1932-33) and Philosophy of Physics (1936).
Plato – (circa 428-c. 347 bc), Greek philosopher, one of the most creative and influential thinkers in Western philosophy. 
Plato, one of the most famous philosophers of ancient Greece, was the first to use the term philosophy, which means “love of knowledge.” Born around 428 bc, Plato investigated a wide range of topics. Chief among his ideas was the theory of forms, which proposed that objects in the physical world merely resemble perfect forms in the ideal world, and that only these perfect forms can be the object of true knowledge. The goal of the philosopher, according to Plato, is to know the perfect forms and to instruct others in that knowledge.
Additional reading: Plato's life is discussed in George Grote, Plato, and the Other Companions of Sokrates, new ed., 4 vol. (1885, reissued 1992), a venerable study; G.C. Field, Plato and His Contemporaries: A Study in Fourth-Century Life and Thought (1930, reprinted 1975); Alice Swift Riginos, Platonica: The Anecdotes Concerning the Life and Writings of Plato (1976); and R.B. Rutherford, The Art of Plato: Ten Essays in Platonic Interpretation (1995).
A good introduction to Plato's thought is C.J. Rowe, Plato (1984). Bernard Williams, Plato (1997, reissued 1999), is a difficult but rewarding account by a leading British philosopher. Other general accounts include Paul Friedländer, Plato, 3 vol. (1958–69; originally published in German, 2nd ed., 1954–60); I.M. Crombie, An Examination of Plato's Doctrines, 2 vol. (1962, reissued 2002); W.K.C. Guthrie, A History of Greek Philosophy, vol. 3–5 (1969–78); and J.C.B. Gosling, Plato (1973, reissued 1983). Gilbert Ryle, Plato's Progress (1966), is idiosyncratic.
Popper Sir Karl Raimund – (1902-1994), Austrian-born British philosopher of science, known for his theory of scientific method and for his criticism of historical determinism. He was born in Vienna and received a Ph.D. degree from Vienna University in 1928. Although not a member of the so-called Vienna school of philosophy (see Positivism), Popper was sympathetic with their scientific attitude, but critical of certain of their beliefs. From 1937 to 1945 he taught at Canterbury University, New Zealand, and then at the University of London.
Popper's most significant contribution to the philosophy of science was his characterization of the scientific method. In The Logic of Scientific Discovery (1934; trans. 1959), he criticized the prevailing view that science is fundamentally inductive in nature. Proposing a criterion of testability, or falsifiability, for scientific validity, Popper emphasized the hypothetico-deductive character of science. Scientific theories are hypotheses from which can be deduced statements testable by observation; if the appropriate experimental observations falsify these statements, the hypothesis is refuted. If a hypothesis survives efforts to falsify it, it may be tentatively accepted. No scientific theory, however, can be conclusively established.
In The Open Society and Its Enemies (1945), Popper defended democracy and advanced objections to the totalitarian implications of the political theories of Plato and Karl Marx. He criticized the view that discoverable laws of the development of history render its future course inevitable and thus predictable.
Primary qualities – a term used by Locke for those qualities thought to inhere in objects and are therefore independent of the faculties of the observer (e.g. shape). 
Pythagoras (582?-500? bc), Greek philosopher and mathematician, whose doctrines strongly influenced Plato.
Among the extensive mathematical investigations carried on by the Pythagoreans were their studies of odd and even numbers and of prime and square numbers (see Number Theory). From this arithmetical standpoint they cultivated the concept of number, which became for them the ultimate principle of all proportion, order, and harmony in the universe. Through such studies they established a scientific foundation for mathematics. In geometry the great discovery of the school was the hypotenuse theorem, or Pythagorean theorem, which states that the square of the hypotenuse of a right triangle is equal to the sum of the squares of the other two sides.

Quine W.V. (1908-2000), American logician and philosopher, widely considered one of the dominant figures in Anglo-American philosophy in the last half of the 20th century.
After studying mathematics and logic at Oberlin College (1926–30), Quine won a scholarship to Harvard University, where he completed his Ph.D. in 1932. On a traveling fellowship to Europe in 1932–33, he met some of the leading philosophers and logicians of the day, including Rudolf Carnap and Alfred Tarski. After three years as a junior fellow at Harvard, Quine joined the faculty in 1936. From 1942 to 1945 he served as a naval intelligence officer in Washington, D.C. Promoted to full professor at Harvard in 1948, he remained there until 1978, when he retired.
Quine produced highly original and important work in several areas of philosophy, including logic, ontology, epistemology, and the philosophy of language. By the 1950s he had developed a comprehensive and systematic philosophical outlook that was naturalistic, empiricist, and behaviourist. Conceiving of philosophy as an extension of science, he rejected epistemological foundationalism, the attempt to ground knowledge of the external world in allegedly transcendent and self-validating mental experience. The proper task of a “naturalized epistemology,” as he saw it, was simply to give a psychological account of how scientific knowledge is actually obtained.

Reductionist – used of a process which analyses complex entities into their component parts and (by implication) ascribes reality primarily to the latter. 
Russell Bertrand Arthur William, 3rd Earl Russell (1872-1970), British philosopher, mathematician, and Nobel laureate, whose emphasis on logical analysis influenced the course of 20th-century philosophy.
Born in Trelleck, Wales, on May 18, 1872, Russell was educated at Trinity College, University of Cambridge. After graduation in 1894, he traveled in France, Germany, and the United States and was then made a fellow of Trinity College. From an early age he developed a strong sense of social consciousness; at the same time, he involved himself in the study of logical and mathematical questions, which he had made his special fields and on which he was called to lecture at many institutions throughout the world. He achieved prominence with his first major work, The Principles of Mathematics (1902), in which he attempted to remove mathematics from the realm of abstract philosophical notions and to give it a precise scientific framework.
Russell then collaborated for eight years with the British philosopher and mathematician Alfred North Whitehead to produce the monumental work Principia Mathematica (3 volumes, 1910-1913). This work showed that mathematics can be stated in terms of the concepts of general logic, such as class and membership in a class. It became a masterpiece of rational thought. Russell and Whitehead proved that numbers can be defined as classes of a certain type, and in the process they developed logic concepts and a logic notation that established symbolic logic as an important specialization within the field of philosophy. In his next major work, The Problems of Philosophy (1912), Russell borrowed from the fields of sociology, psychology, physics, and mathematics to refute the tenets of idealism, the dominant philosophical school of the period, which held that all objects and experiences are the product of the intellect. Russell, a realist, believed that objects perceived by the senses have an inherent reality independent of the mind.
Russell condemned both sides in World War I (1914-1918), and for his uncompromising stand he was fined, imprisoned, and deprived of his teaching post at Cambridge. In prison he wrote Introduction to Mathematical Philosophy (1919), combining the two areas of knowledge he regarded as inseparable. After the war he visited the Russian Soviet Federated Socialist Republic, and in his book Practice and Theory of Bolshevism (1920) he expressed his disappointment with the form of socialism practiced there. He felt that the methods used to achieve a Communist system were intolerable and that the results obtained were not worth the price paid.
Russell taught at Beijing University in China during 1921 and 1922. From 1928 to 1932, after he returned to England, he conducted the private, highly progressive Beacon Hill School for young children. From 1938 to 1944 he taught at various educational institutions in the United States. He was barred, however, from teaching at the College of the City of New York (now City College of the City University of New York) by the state supreme court because of his attacks on religion in such works as What I Believe (1925) and his advocacy of sexual freedom, expressed in Manners and Morals (1929)
Russell returned to England in 1944 and was reinstated as a fellow of Trinity College. Although he abandoned pacifism to support the Allied cause in World War II (1939-1945), he became an ardent and active opponent of nuclear weapons. In 1949 he was awarded the Order of Merit by King George VI. Russell received the 1950 Nobel Prize for Literature and was cited as “the champion of humanity and freedom of thought.” He led a movement in the late 1950s advocating unilateral nuclear disarmament by Britain, and at the age of 89 he was imprisoned after an antinuclear demonstration. He died on February 2, 1970.
In addition to his earlier work, Russell also made a major contribution to the development of logical positivism, a strong philosophical movement of the 1930s and 1940s. The major Austrian philosopher Ludwig Wittgenstein, at one time Russell's student at Cambridge, was strongly influenced by his original concept of logical atomism. In his search for the nature and limits of knowledge, Russell was a leader in the revival of the philosophy of empiricism in the larger field of epistemology. In Our Knowledge of the External World (1926) and Inquiry into Meaning and Truth (1962), he attempted to explain all factual knowledge as constructed out of immediate experiences. Among his other books are The ABC of Relativity (1925), Education and the Social Order (1932), A History of Western Philosophy (1945), The Impact of Science upon Society (1952), My Philosophical Development (1959), War Crimes in Vietnam (1967), and The Autobiography of Bertrand Russell (3 volumes, 1967-1969).
Further reading: Clark, Ronald. Bertrand Russell and His World. Thames & Hudson, 1981. Compact, illustrated, popular account of the mathematician-philosopher; Bertrand, Russell. The Autobiography of Bertrand Russell. Allen & Unwin (vols.1 & 2), 1967-68. Simon & Schuster (vol. 3), 1969. Comprehensive autobiography of the 20th-century philosopher.

Schlick Friedrich Albert Moritz (1882 –1936) was a German philosopher, physicist and the founding father of logical positivism and the Vienna Circle. In 1922, Schlick became a professor in the philosophy of inductive sciences at the University of Vienna after two unsatisfying appointments in Rostock and Kiel. Schlick displayed an unusual success in organizing talented individuals in the philosophical and scientific spheres. In that same year of 1922 two events occurred that shaped the remainder of Schlick's life. First, a group of philosophers and scientists (including but not limited to Rudolf Carnap, Herbert Feigl, Kurt Gödel, Hans Hahn, Otto Neurath, and Friedrich Waismann) suggested to Schlick that they conduct regular meetings to discuss science and philosophy. They initially called themselves the Ernst Mach Association, but forever after they have been known as the Vienna Circle. The second great event of 1922 was the publication of Ludwig Wittgenstein's Tractatus Logico-Philosophicus, a work of terse, lapidary brilliance that advanced, among other things, a logical theory of symbolism and a "picture" or "model" theory of language. Schlick and his group were overwhelmed by the work: they made it a topic for discussion at nearly every meeting. Schlick himself contacted Wittgenstein in 1924 and extolled the virtues of Wittgenstein's book vis-a-vis his immediate circle. Eventually Wittgenstein agreed to meet with Schlick and Waismann to discuss the Tractatus and other ideas. Through Schlick's influence, Wittgenstein was encouraged to consider a return to philosophy after some ten years away from the field. It is partly to Schlick's credit that Wittgenstein began to pen the reflections that make up large parts of Philosophical Investigations. However, Wittgenstein came to feel that the circle chose to ignore transcendental assertions on his part, which he believed were essential to acknowledge, and that they would only consider that which confirmed their logical positivist agenda. This eventually became the prime reason that he refused to attend further meetings. Despite this, Schlick and Waismann's discussions with Wittgenstein continued until the latter felt that germinal ideas had been used without permission in an essay by Carnap. Wittgenstein continued discussions in letters to Schlick, but his formal association with the Vienna Circle ended in 1932.
Science – systematic study of anything that can be examined, tested and verified.  The world science is derived from the Latin word scire, meaning “to know”.
Scientific method – the scientific method has evolved over many centuries and has now come to be described in terms of a well-recognized and well-defined series of steps. First, information, or data, is gathered by careful observation of the phenomenon being studied. On the basis of that information a preliminary generalization, or hypothesis, is formed, usually by inductive reasoning, and this in turn leads by deductive logic to a number of implications that may be tested by further observations and experiments (see induction; deduction). If the conclusions drawn from the original hypothesis successfully meet all these tests, the hypothesis becomes accepted as a scientific theory or law; if additional facts are in disagreement with the hypothesis, it may be modified or discarded in favor of a new hypothesis, which is then subjected to further tests. Even an accepted theory may eventually be overthrown if enough contradictory evidence is found, as in the case of Newtonian mechanics, which was shown after more than two centuries of acceptance to be an approximation valid only for speeds much less than that of light. 
Whatever the aim of their work, scientists use the same underlying steps to organize their research: (1) they make detailed observations about objects or processes, either as they occur in nature or as they take place during experiments; (2) they collect and analyze the information observed; and (3) they formulate a hypothesis that explains the behavior of the phenomena observed. 
Scientific Revolution – the period roughly between 1500 and 1700 during which the foundations of modern science were laid down in Western Europe. Before this period, nothing like science in the modern sense existed.
Scientism – the view that science gives the only valid interpretation of reality.
Secondary qualities – a term used by Locke for those qualities used in the description of an object that are determined by the sensory organs of the perceiver (e.g. colour) 
Skepticism – (Greek skeptesthai, “to examine”), in philosophy, doctrine that denies the possibility of attaining knowledge of reality as it is in itself, apart from human perception. By gradual extension of its meaning, the word skepticism has also come to signify doubt about what is generally accepted as true. All philosophical skepticism is ultimately epistemological; that is, it is based on views about the scope and validity of human knowledge.
Socrates – (469- 399 B.C.) Greek philosopher, the exemplar of the examined life, best known for his dictum that only such a life is worth living. Although he wrote nothing, his thoughts and way of life had a profound impact on many of his contemporaries, and, through Plato’s portrayal of him in his early writings, he became a major source of inspiration and ideas for later generations of philosophers. His daily occupation was adversarial public conversation with anyone willing to argue with him. A man of great intellectual brilliance, moral integrity, personal magnetism, and physical self-command, he challenged the moral complacency of his fellow citizens, and embarrassed them with their inability to answer such questions as What is virtue? – questions that he thought we must answer, if we are how best to live our lives.
Spacetime singularity – a theoretical point of infinite density and no extension, from which the present universe, including space and time themselves, is thought to have evolved 
Stoicism (Greek Στωικισμός) is a school of Hellenistic philosophy founded in Athens by Zeno of Citium in the early 3rd century BC. The Stoics taught that destructive emotions resulted from errors in judgment, and that a sage, or person of "moral and intellectual perfection," would not suffer such emotions. 
Stoics were concerned with the active relationship between cosmic determinism and human freedom, and the belief that it is virtuous to maintain a will (called prohairesis) that is in accord with nature. Because of this, the Stoics presented their philosophy as a way of life, and they thought that the best indication of an individual's philosophy was not what a person said but how he behaved. 
Synthetic statements – those whose truth depends upon evidence (see analytic).
Thales – (625?-546?bc), Greek philosopher, born in Miletus, Asia Minor. He was the founder of Greek philosophy, and was considered one of the Seven Wise Men of Greece. Thales became famed for his knowledge of astronomy after predicting the eclipse of the sun that occurred on May 28, 585 bc. He is also said to have introduced geometry in Greece. According to Thales, the original principle of all things is water, from which everything proceeds and into which everything is again resolved. Before Thales, explanations of the universe were mythological, and his concentration on the basic physical substance of the world marks the birth of scientific thought. Thales left no writings; knowledge of him is derived from an account in Aristotle's Metaphysics.
The Tractatus Logico-Philosophicus (Latin for “Logical-Philosophical Treatise”) is the only book-length philosophical work published by the Austrian philosopher Ludwig Wittgenstein in his lifetime. It was an ambitious project: to identify the relationship between language and reality and to define the limits of science. It is recognized as one of the most important philosophical works of the twentieth century. G. E. Moore originally suggested the work's Latin title as homage to Tractatus Theologico-Politicus by Baruch Spinoza. 
Wittgenstein wrote the notes for Tractatus while he was a soldier during World War I and completed it when the war was over. It was first published in German in 1921 as Logisch-Philosophische Abhandlung. Tractatus was influential chiefly amongst the logical positivists of the Vienna Circle, such as Rudolf Carnap and Friedrich Waismann. Bertrand Russell's article "The Philosophy of Logical Atomism" is presented as a working out of ideas that he had learnt from Wittgenstein. 
Tractatus employs a notoriously austere and succinct literary style. The work contains almost no arguments as such, but rather declarative statements which are meant to be self-evident. The statements are hierarchically numbered, with seven basic propositions at the primary level (numbered 1–7), with each sub-level being a comment on or elaboration of the statement at the next higher level (e.g., 1, 1.1, 1.11, 1.12).
Wittgenstein's later works, notably the posthumously published Philosophical Investigations, modified many of the ideas in Tractatus.
TOE – a “theory of everything”; the attempt to find a single theory to account for the four fundamental forces of nature (gravity, electromagnetic, strong and weak nuclear). 
Utilitarianism - theory by which an action is judged according to its expected results.
Weltanschauung – term used for an overall view of the world, through which experience is interpreted. 
Wittgenstein Ludwig (1889 – 1951), Austrian-born English philosopher, regarded by many as the greatest philosopher of the 20th-century. Wittgenstein's two major works, Logisch-philosophische Abhandlung (1921; Tractatus Logico-Philosophicus, 1922) and Philosophische Untersuchungen (published posthumously in 1953; Philosophical Investigations), have inspired a vast secondary literature and have done much to shape subsequent developments in philosophy, especially within the analytic tradition. His charismatic personality has, in addition, exerted a powerful fascination upon artists, playwrights, poets, novelists, musicians, and even filmmakers, so that his fame has spread far beyond the confines of academic life.
Additional reading: K.T. Fann (ed.), Ludwig Wittgenstein: The Man and His Philosophy (1967, reissued 1978), is a useful and varied collection that includes, among much else, reminiscences of Wittgenstein by Bertrand Russell. Brian McGuinness, Wittgenstein, a Life: Young Ludwig 1889–1921 (1988), is a careful and detailed examination of the first half of Wittgenstein's life. Norman Malcolm and G.H. von Wright, Ludwig Wittgenstein: A Memoir, 2nd ed. (1984), is a moving and attractively written firsthand recollection of Wittgenstein by one of his closest students. Ray Monk, Ludwig Wittgenstein: The Duty of Genius (1990), at its publication the only complete biography of Wittgenstein, emphasizes the links between Wittgenstein's personal and spiritual concerns and his philosophical work. Rush Rhees (ed.), Recollections of Wittgenstein, rev. ed. (1984), is an enlightening collection of memoirs, including notes of conversations with Wittgenstein by his student and friend Maurice Drury. Ludwig Wittgenstein, Tractatus Logico-Philosophicus (1922), is Wittgenstein's austere and all but impenetrable masterpiece; Philosophical Investigations (1953), is the locus classicus of Wittgenstein's later work.
X-ray – penetrating electromagnetic radiation, having a shorter wavelength than light, and produced by bombarding a target, usually made of tungsten, with high-speed electrons. X rays were discovered accidentally in 1895 by the German physicist Wilhelm Conrad Roentgen while he was studying cathode rays in a high-voltage, gaseous-discharge tube. Despite the fact that the tube was encased in a black cardboard box, Roentgen noticed that a barium-platinocyanide screen, inadvertently lying nearby, emitted fluorescent light whenever the tube was in operation. After conducting further experiments, he determined that the fluorescence was caused by invisible radiation of a more penetrating nature than ultraviolet rays. He named the invisible radiation “X ray” because of its unknown nature. Subsequently, X rays were known also as Roentgen rays in his honor.
German physicist Wilhelm Roentgen won the 1901 Nobel Prize in physics. Roentgen, who was the first Nobel laureate in physics, won the award for his discovery of a type of short-wave radiation popularly known as X rays.
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