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INTRODUCTION

The Worst Social Statistic Ever

The dissertation prospectus began by quoting a statistic—a
“grabber” meant to capture the reader’s attention. (A disserta-
tion prospectus is a lengthy proposal for a research project lead-
ing to a Ph.D. degree—the ultimate credential for a would-be
scholar.) The Graduate Student who wrote this prospectus*
undoubtedly wanted to seem scholarly to the professors who
would read it; they would be supervising the proposed research.
And what could be more scholarly than a nice, authoritative sta-
tistic, quoted from a professional journal in the Student’s field?

So the prospectus began with this (carefully footnoted) quo-

tation: “Every year since 1950, the number of American children

* For reasons that will become obvious, I have decided not to
name the Graduate Student, the Author, or the Journal Editor. They
made mistakes, but the mistakes they made were, as this book will
show, all too common.



gunned down has doubled.” I had been invited to serve on the
Student’s dissertation committee. When I read the quotation, I
assumed the Student had made an error in copying it. I went to
the library and looked up the article the Student had cited. There,
in the journal’s 1995 volume, was exactly the same sentence:
“Every year since 1950, the number of American children gunned
down has doubled.”

This quotation is my nomination for a dubious distinction: I
think it may be the worst—that is, the most inaccurate—social
statistic ever.

What makes this statistic so bad? Just for the sake of argu-
ment, let’s assume that the “number of American children
gunned down” in 1950 was one. If the number doubled each
year, there must have been two children gunned down in 1951,
four in 1952, eight in 1953, and so on. By 1960, the number would
have been 1,024. By 1965, it would have been 32,768 (in 1965, the
FBI identified only 9,960 criminal homicides in the entire coun-
try, including adult as well as child victims). In 1970, the num-
ber would have passed one million; in 1980, one billion (more
than four times the total U.S. population in that year). Only
three years later, in 1983, the number of American children
gunned down would have been 8.6 billion (about twice the
Earth’s population at the time). Another milestone would have
been passed in 1987, when the number of gunned-down
American children (137 billion) would have surpassed the best
estimates for the total human population throughout history
(110 billion). By 1995, when the article was published, the

annual number of victims would have been over 35 trillion—a
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really big number, of a magnitude you rarely encounter outside
economics or astronomy.

Thus my nomination: estimating the number of American
child gunshot victims in 1995 at 35 trillion must be as far off —as
hilariously, wildly wrong—as a social statistic can be. (If anyone
spots a more inaccurate social statistic, I'd love to hear about it.)

Where did the article’s Author get this statistic? I wrote the
Author, who responded that the statistic came from the
Children’s Defense Fund (the CDF is a well-known advocacy
group for children). The CDF’s The State of America’s Children
Yearbook—1994 does state: “The number of American children
killed each year by guns has doubled since 1950.”* Note the
difference in the wording—the CDF claimed there were twice as
many deaths in 1994 as in 1950; the article’s Author reworded that
claim and created a very different meaning.

It is worth examining the history of this statistic. It began with
the CDF noting that child gunshot deaths doubled from 1950 to
1994. This is not quite as dramatic an increase as it might seem.
Remember that the U.S. population also rose throughout this
period; in fact, it grew about 73 percent—or nearly double.
Therefore, we might expect all sorts of things—including the
number of child gunshot deaths—to increase, to nearly double
just because the population grew. Before we can decide whether
twice as many deaths indicates that things are getting worse,

we'd have to know more.* The CDF statistic raises other issues as

* For instance, since only child victims are at issue, a careful
analysis would control for the relative sizes of the child population in
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well: Where did the statistic come from? Who counts child gun-
shot deaths, and how? What do they mean by a “child” (some
CDF statistics about violence include everyone under age 25)?
What do they mean “killed by guns” (gunshot death statistics
often include suicides and accidents, as well as homicides)? But
people rarely ask questions of this sort when they encounter sta-
tistics. Most of the time, most people simply accept statistics
without question.

Certainly, the article’s Author didn’t ask many probing, critical
questions about the CDF’s claim. Impressed by the statistic, the
Author repeated it—well, meant to repeat it. Instead, by reword-
ing the CDF’s claim, the Author created a mutant statistic, one
garbled almost beyond recognition.

But people treat mutant statistics just as they do other statis-
tics—that is, they usually accept even the most implausible
claims without question. For example, the Journal Editor who
accepted the Author’s article for publication did not bother to
consider the implications of child victims doubling each year.
And people repeat bad statistics: the Graduate Student copied
the garbled statistic and inserted it into the dissertation prospec-
tus. Who knows whether still other readers were impressed by
the Author’s statistic and remembered it or repeated it? The arti-
cle remains on the shelf in hundreds of libraries, available to
anyone who needs a dramatic quote. The lesson should be clear:

bad statistics live on; they take on lives of their own.

the two years. We also ought to have assurances that the methods of
counting child gunshot victims did not change over time, and so on.
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This is a book about bad statistics, where they come from, and
why they won't go away. Some statistics are born bad—they
aren’t much good from the start, because they are based on noth-
ing more than guesses or dubious data. Other statistics mutate;
they become bad after being mangled (as in the case of the
Author’s creative rewording). Either way, bad statistics are poten-
tially important: they can be used to stir up public outrage or
fear; they can distort our understanding of our world; and they
can lead us to make poor policy choices.

The notion that we need to watch out for bad statistics isn't
new. We've all heard people say, “You can prove anything with
statistics.”* My title, Damned Lies and Statistics, comes from a
famous aphorism (usually attributed to Mark Twain or Benjamin
Disraeli): “There are lies, damned lies, and statistics.”2 There is
even a useful little book, still in print after more than forty years,
called How to Lie with Statistics.’

Statistics, then, have a bad reputation. We suspect that sta-
tistics may be wrong, that people who use statistics may be
“lying” —trying to manipulate us by using numbers to some-
how distort the truth. Yet, at the same time, we need statistics;
we depend upon them to summarize and clarify the nature of
our complex society. This is particularly true when we talk
about social problems. Debates about social problems rou-

tinely raise questions that demand statistical answers: Is the

*This is a criticism with a long history. In his book Chartism, pub-
lished in 1840, the social critic Thomas Carlyle noted: “A witty states-
man said you might prove anything with figures.”
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problem widespread? How many people—and which people—
does it affect? Is it getting worse? What does it cost society?
What will it cost to deal with it? Convincing answers to such
questions demand evidence, and that usually means numbers,
measurements, statistics.

But can't you prove anything with statistics? It depends on
what “prove” means. If we want to know, say, how many children
are “gunned down” each year, we can’t simply guess—pluck a
number from thin air: one hundred, one thousand, ten thou-
sand, 35 trillion, whatever. Obviously, there’s no reason to con-
sider an arbitrary guess “proof” of anything. However, it might
be possible for someone—using records kept by police depart-
ments or hospital emergency rooms or coroners—to keep track
of children who have been shot; compiling careful, complete
records might give us a fairly accurate idea of the number of
gunned-down children. If that number seems accurate enough,
we might consider it very strong evidence— or proof.

The solution to the problem of bad statistics is not to ignore
all statistics, or to assume that every number is false. Some sta-
tistics are bad, but others are pretty good, and we need statis-
tics—good statistics—to talk sensibly about social problems.
The solution, then, is not to give up on statistics, but to become
better judges of the numbers we encounter. We need to think
critically about statistics—at least critically enough to suspect
that the number of children gunned down hasn’t been doubling
each year since 1950.

A few years ago, the mathematician John Allen Paulos wrote

Innumeracy, a short, readable book about “mathematical illiter-
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acy.”* Too few people, he argued, are comfortable with basic
mathematical principles, and this makes them poor judges of
the numbers they encounter. No doubt this is one reason we
have so many bad statistics. But there are other reasons, as well.

Social statistics describe society, but they are also products of
our social arrangements. The people who bring social statistics
to our attention have reasons for doing so; they inevitably want
something, just as reporters and the other media figures who
repeat and publicize statistics have their own goals. Statistics are
tools, used for particular purposes. Thinking critically about sta-
tistics requires understanding their place in society.

While we may be more suspicious of statistics presented by
people with whom we disagree—people who favor different
political parties or have different beliefs—bad statistics are used
to promote all sorts of causes. Bad statistics come from conser-
vatives on the political right and liberals on the left, from wealthy
corporations and powerful government agencies, and from
advocates of the poor and the powerless. In this book, I have
tried to choose examples that show this range: I have selected
some bad statistics used to justify causes I support, as well as
others offered to promote causes I oppose. I hope that you and
everyone else who reads this book will find at least one discom-
forting example of a bad statistic presented in behalf of a cause
you support. Honesty requires that we recognize our own errors
in reasoning, as well as those of our opponents.

This book can help you understand the uses of social statistics
and make you better able to judge the statistics you encounter.

Understanding this book will not require sophisticated mathe-
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matical knowledge. We will be talking about the most basic forms
of statistics: percentages, averages, and rates—what statisticians
call “descriptive statistics.” These are the sorts of statistics typi-
cally addressed in the first week or so of an introductory statistics
course. (The remainder of that course, like all more advanced
courses in statistics, covers “inferential statistics,” complex
forms of reasoning that we will ignore.) This book can help you
evaluate the numbers you hear on the evening news, rather than
the statistical tables printed in the American Sociological Review
and other scholarly journals. Our goal is to learn to recognize the
signs of really bad statistics, so that we won't believe—let alone
repeat—claims about the number of murdered children dou-

bling each year.
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THE IMPORTANCE OF SOCIAL STATISTICS

Nineteenth-century Americans worried about prostitution;
reformers called it “the social evil” and warned that many
women prostituted themselves. How many? For New York City
alone, there were dozens of estimates: in 1833, for instance,
reformers published a report declaring that there were “not less
than 10,000” prostitutes in New York (equivalent to about 10 per-
cent of the city’s female population); in 1866, New York’s
Methodist bishop claimed there were more prostitutes (11,000 to
12,000) than Methodists in the city; other estimates for the period
ranged as high as 50,000. These reformers hoped that their
reports of widespread prostitution would prod the authorities to
act, but city officials’ most common response was to challenge
the reformers’ numbers. Various investigations by the police and
grand juries produced their own, much lower estimates; for
instance, one 1872 police report counted only 1,223 prostitutes

(by that time, New York’s population included nearly half a mil-



lion females). Historians see a clear pattern in these cycles of
competing statistics: ministers and reformers “tended to inflate
statistics”;! while “police officials tended to underestimate pros-
titution.”?

Antiprostitution reformers tried to use big numbers to arouse
public outrage. Big numbers meant there was a big problem: if
New York had tens of thousands of prostitutes, something ought
to be done. In response, the police countered that there were rel-
atively few prostitutes—an indication that they were doing a
good job. These dueling statistics resemble other, more recent
debates. During Ronald Reagan’s presidency, for example,
activists claimed that three million Americans were homeless,
while the Reagan administration insisted that the actual number
of homeless people was closer to 300,000, one-tenth what the
activists claimed. In other words, homeless activists argued that
homelessness was a big problem that demanded additional gov-
ernment social programs, while the administration argued new
programs were not needed to deal with what was actually a
much smaller, more manageable problem. Each side presented
statistics that justified its policy recommendations, and each
criticized the other’s numbers. The activists ridiculed the admin-
istration’s figures as an attempt to cover up a large, visible prob-
lem, while the adminstration insisted that the activists’ numbers
were unrealistic exaggerations.®

Statistics, then, can become weapons in political struggles
over social problems and social policy. Advocates of different

positions use numbers to make their points (“It’s a big problem!”
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“No, it's not!”). And, as the example of nineteenth-century esti-
mates of prostitution reminds us, statistics have been used as

weapons for some time.

THE RISE OF SOCIAL STATISTICS

In fact, the first “statistics” were meant to influence debates over
social issues. The term acquired its modern meaning—numeric
evidence—in the 1830s, around the time that New York reformers
estimated that the city had 10,000 prostitutes. The forerunner of
statistics was called “political arithmetic”; these studies—mostly
attempts to calculate population size and life expectancy—
emerged in seventeenth-century Europe, particularly in England
and France. Analysts tried to count births, deaths, and marriages
because they believed that a growing population was evidence of
a healthy state; those who conducted such numeric studies—as
well as other, nonquantitative analyses of social and political
prosperity—came to be called statists. Over time, the statists’
social research led to the new term for quantitative evidence:
statistics.*

Early social researchers believed that information about soci-
ety could help governments devise wise policies. They were well
aware of the scientific developments of their day and, like other
scientists, they came to value accuracy and objectivity. Count-
ing—quantifying—offered a way of making their studies more

precise, and let them concisely summarize lots of information.
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Over time, social research became less theoretical and more
quantitative. As the researchers collected and analyzed their
data, they began to see patterns. From year to year, they discov-
ered, the numbers of births, deaths, and even marriages
remained relatively stable; this stability suggested that social
arrangements had an underlying order, that what happened in a
society depended on more than simply its government’s recent
actions, and analysts began paying more attention to underlying
social conditions.

By the beginning of the nineteenth century, the social order
seemed especially threatened: cities were larger than ever before;
economies were beginning to industrialize; and revolutions in
America and France had made it clear that political stability
could not be taken for granted. The need for information, for
facts that could guide social policy, was greater than ever before.
A variety of government agencies began collecting and publish-
ing statistics: the United States and several European countries
began conducting regular censuses to collect population statis-
tics; courts, prisons, and police began keeping track of the num-
bers of crimes and criminals; physicians kept records of patients;
educators counted students; and so on. Scholars organized sta-
tistical societies to share the results of their studies and to dis-
cuss the best methods for gathering and interpreting statistics.
And reformers who sought to confront the nineteenth-century’s
many social problems—the impoverished and the diseased, the
fallen woman and the child laborer, the factory workforce and

dispossessed agricultural labor—found statistics useful in
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demonstrating the extent and severity of suffering. Statistics
gave both government officials and reformers hard evidence—
proof that what they said was true. Numbers offered a kind of
precision: instead of talking about prostitution as a vaguely
defined problem, reformers began to make specific, numeric
claims (for example, that New York had 10,000 prostitutes).
During the nineteenth century, then, statistics—numeric
statements about social life—became an authoritative way to
describe social problems. There was growing respect for science,
and statistics offered a way to bring the authority of science to
debates about social policy. In fact, this had been the main goal
of the first statisticians—they wanted to study society through
counting and use the resulting numbers to influence social pol-
icy. They succeeded; statistics gained widespread acceptance as
the best way to measure social problems. Today, statistics con-
tinue to play a central role in our efforts to understand these
problems. But, beginning in the nineteenth century and contin-
uing through today, social statistics have had two purposes, one
public, the other often hidden. Their public purpose is to give an
accurate, true description of society. But people also use statis-
tics to support particular views about social problems. Numbers
are created and repeated because they supply ammunition for
political struggles, and this political purpose is often hidden
behind assertions that numbers, simply because they are num-
bers, must be correct. People use statistics to support particular
points of view, and it is naive simply to accept numbers as accu-

rate, without examining who is using them and why.
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CREATING SOCIAL PROBLEMS

We tend to think of social problems as harsh realities, like grav-
ity or earthquakes, that exist completely independent of human
action. But the very term reveals that this is incorrect: social
problems are products of what people do.

This is true in two senses. First, we picture social problems as
snarls or flaws in the social fabric. Social problems have their
causes in society’s arrangements; when some women turn to
prostitution or some individuals have no homes, we assume that
society has failed (although we may disagree over whether that
failure involves not providing enough jobs, or not giving children
proper moral instruction, or something else). Most people
understand that social problems are social in this sense.

But there is a second reason social problems are social.
Someone has to bring these problems to our attention, to give
them names, describe their causes and characteristics, and so
on. Sociologists speak of social problems being “constructed” —
that is, created or assembled through the actions of activists,
officials, the news media, and other people who draw attention
to particular problems.? “Social problem” is a label we give to
some social conditions, and it is that label that turns a condition
we take for granted into something we consider troubling. This
means that the processes of identifying and publicizing social
problems are important. When we start thinking of prostitution
or homelessness as a social problem, we are responding to cam-
paigns by reformers who seek to arouse our concern about the

issue.

14 THE IMPORTANCE OF SOCIAL STATISTICS



The creation of a new social problem can be seen as a sort of
public drama, a play featuring a fairly standard cast of charac-
ters. Often, the leading roles are played by social activists—indi-
viduals dedicated to promoting a cause, to making others aware
of the problem. Activists draw attention to new social problems
by holding protest demonstrations, attracting media coverage,
recruiting new members to their cause, lobbying officials to do
something about the situation, and so on. They are the most
obvious, the most visible participants in creating awareness of
social problems.

Successful activists attract support from others. The mass
media—including both the press (reporters for newspapers or
television news programs) and entertainment media (such as
television talk shows)—relay activists’ claims to the general pub-
lic. Reporters often find it easy to turn those claims into interest-
ing news stories; after all, a new social problem is a fresh topic,
and it may affect lots of people, pose dramatic threats, and lead
to proposals to change the lives of those involved. Media cover-
age, especially sympathetic coverage, can make millions of peo-
ple aware of and concerned about a social problem. Activists
need the media to provide that coverage, just as the media
depend on activists and other sources for news to report.

Often activists also enlist the support of experts—doctors, sci-
entists, economists, and so on—who presumably have special
qualifications to talk about the causes and consequences of
some social problem. Experts may have done research on the
problem and can report their findings. Activists use experts to

make claims about social problems seem authoritative, and the
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mass media often rely on experts’ testimonies to make news sto-
ries about a new problem seem more convincing. In turn,
experts enjoy the respectful attention they receive from activists
and the media.b

Not all social problems are promoted by struggling, inde-
pendent activists; creating new social problems is sometimes the
work of powerful organizations and institutions. Government
officials who promote problems range from prominent politi-
cians trying to arouse concern in order to create election cam-
paign issues, to anonymous bureaucrats proposing that their
agencies’ programs be expanded to solve some social problem.
And businesses, foundations, and other private organizations
sometimes have their own reasons to promote particular social
issues. Public and private organizations usually command the
resources needed to organize effective campaigns to create
social problems. They can afford to hire experts to conduct
research, to sponsor and encourage activists, and to publicize
their causes in ways that attract media attention.”

In other words, when we become aware of—and start to
worry about—some new social problem, our concern is usually
the result of efforts by some combination of problem
promoters—activists, reporters, experts, officials, or private
organizations—who have worked to create the sense that this is
an important problem, one that deserves our attention. In this

sense, people deliberately construct social problems.*

*I am not implying that there is anything wrong with calling
attention to social problems. In fact, this book can be seen as my
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Efforts to create or promote social problems, particularly
when they begin to attract attention, may inspire opposition.
Sometimes this involves officials responding to critics by defend-
ing existing policies as adequate. Recall that New York police
minimized the number of prostitutes in the city, just as the
Reagan administration argued that activists exaggerated the
number of homeless persons. In other cases, opposition comes
from private interests; for example, the Tobacco Institute
(funded by the tobacco industry) became notorious for, over
decades, challenging every research finding that smoking was
harmful.

Statistics play an important role in campaigns to create—or
defuse claims about—new social problems. Most often, such sta-
tistics describe the problem’s size: there are 10,000 prostitutes in
New York City, or three million homeless people. When social
problems first come to our attention, perhaps in a televised news
report, we're usually given an example or two (perhaps video
footage of homeless individuals living on city streets) and then a
statistical estimate (of the number of homeless people). Typically
this is a big number. Big numbers warn us that the problem is a
common one, compelling our attention, concern, and action. The
media like to report statistics because numbers seem to be “hard
facts” —little nuggets of indisputable truth. Activists trying to
draw media attention to a new social problem often find that the

press demands statistics: reporters insist on getting estimates of

effort to construct “bad statistics” as a problem that ought to con-
cern people.
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the problem’s size—how many people are affected, how much it
costs, and so on. Experts, officials, and private organizations
commonly report having studied the problem, and they present
statistics based on their research. Thus, the key players in creating
new social problems all have reason to present statistics.

In virtually every case, promoters use statistics as ammuni-
tion; they choose numbers that will draw attention to or away
from a problem, arouse or defuse public concern. People use sta-
tistics to support their point of view, to bring others around to
their way of thinking. Activists trying to gain recognition for what
they believe is a big problem will offer statistics that seem to
prove that the problem is indeed a big one (and they may choose
to downplay, ignore, or dispute any statistics that might make it
seem smaller). The media favor disturbing statistics about big
problems because big problems make more interesting, more
compelling news, just as experts’ research (and the experts
themselves) seem more important if their subject is a big, impor-
tant problem. These concerns lead people to present statistics
that support their position, their cause, their interests. There is
an old expression that captures this tendency: “Figures may not
lie, but liars figure.” Certainly we need to understand that people
debating social problems choose statistics selectively and pre-
sent them to support their points of view. Gun-control advocates
will be more likely to report the number of children killed by
guns, while opponents of gun control will prefer to count citizens
who use guns to defend themselves from attack. Both numbers
may be correct, but most people debating gun control present

only the statistic that bolsters their position.?
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THE PUBLIC AS AN INNUMERATE AUDIENCE

Most claims drawing attention to new social problems aim to
persuade all of us—that is, the members of the general public.
We are the audience, or at least one important audience, for sta-
tistics and other claims about social problems. If the public
becomes convinced that prostitution or homelessness is a seri-
ous problem, then something is more likely to be done: officials
will take action, new policies will begin, and so on. Therefore,
campaigns to create social problems use statistics to help arouse
the public’s concern.

This is not difficult. The general public tends to be receptive
to claims about new social problems, and we rarely think criti-
cally about social problems statistics. Recall that the media like
to report statistics because numbers seem to be factual, little
nuggets of truth. The public tends to agree; we usually treat sta-
tistics as facts.

In part, this is because we are innumerate. Innumeracy is the
mathematical equivalent of illiteracy; it is “an inability to deal
comfortably with the fundamental notions of number and
chance.”® Just as some people cannot read or read poorly, many
people have trouble thinking clearly about numbers.

One common innumerate error involves not distinguishing
among large numbers. A very small child may be pleased by the
gift of a penny; a slightly older child understands that a penny or
even a dime can’t buy much, but a dollar can buy some things,
ten dollars considerably more, and a hundred dollars a great deal

(at least from a child’s point of view). Most adults clearly grasp
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what one can do with a hundred, a thousand, ten thousand, even
one hundred thousand dollars, but then our imaginations begin
to fail us. Big numbers blend together: a million, a billion, a tril-
lion—what's the difference? They're all big numbers. (Actually, of
course, there are tremendous differences. The difference be-
tween a million and a billion is the difference between one dol-
lar and one thousand dollars; the difference between a million
and a trillion is the difference between one dollar and a million
dollars.)

Because many people have trouble appreciating the differ-
ences among big numbers, they tend to uncritically accept social
statistics (which often, of course, feature big numbers). What
does it matter, they may say, whether there are 300,000 homeless
or 3,000,0002—either way;, it's a big number. They’'d never make
this mistake dealing with smaller numbers; everyone under-
stands that it makes a real difference whether there’ll be three
people or thirty coming by tomorrow night for dinner. A
difference (thirty is ten times greater than three) that seems obvi-
ous with smaller, more familiar numbers gets blurred when we
deal with bigger numbers (3,000,000 is ten times greater than
300,000). If society is going to feed the homeless, having an accu-
rate count is just as important as it is for an individual planning
to host three—or thirty—dinner guests.

Innumeracy—widespread confusion about basic mathemat-
ical ideas—means that many statistical claims about social
problems don't get the critical attention they deserve. This is not
simply because an innumerate public is being manipulated by

advocates who cynically promote inaccurate statistics. Often,
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statistics about social problems originate with sincere, well-
meaning people who are themselves innumerate; they may not
grasp the full implications of what they are saying. Similarly, the
media are not immune to innumeracy; reporters commonly
repeat the figures their sources give them without bothering to
think critically about them.

The result can be a social comedy. Activists want to draw
attention to a problem—prostitution, homelessness, or what-
ever. The press asks the activists for statistics—How many pros-
titutes? How many homeless? Knowing that big numbers indi-
cate big problems and knowing that it will be hard to get action
unless people can be convinced a big problem exists (and sin-
cerely believing that there is a big problem), the activists pro-
duce a big estimate, and the press, having no good way to check
the number, simply publicizes it. The general public—most of us
suffering from at least a mild case of innumeracy—tends to
accept the figure without question. After all, it’s a big number,

and there’s no real difference among big numbers.

ORGANIZATIONAL PRACTICES
AND OFFICIAL STATISTICS

One reason we tend to accept statistics uncritically is that we
assume that numbers come from experts who know what they’re
doing. Often these experts work for government agencies, such
as the U.S. Bureau of the Census, and producing statistics is part

of their job. Data that come from the government—crime rates,
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unemployment rates, poverty rates—are official statistics.'°
There is a natural tendency to treat these figures as straightfor-
ward facts that cannot be questioned.

This ignores the way statistics are produced. All statistics,
even the most authoritative, are created by people. This does not
mean that they are inevitably flawed or wrong, but it does mean
that we ought to ask ourselves just how the statistics we
encounter were created.

Let’s say a couple decides to get married. This requires going
to a government office, taking out a marriage license, and having
whoever conducts the marriage ceremony sign and file the
license. Periodically, officials add up the number of marriage
licenses filed and issue a report on the number of marriages. This
is a relatively straightforward bit of recordkeeping, but notice
that the accuracy of marriage statistics depends on couples’ will-
ingness to cooperate with the procedures. For example, imagine
a couple who decide to “get married” without taking out a
license; they might even have a wedding ceremony, yet their
marriage will not be counted in the official record. Or consider
couples that cohabit—Ilive together—without getting married;
there is no official record of their living arrangement. And there
is the added problem of recordkeeping: is the system for filing,
recording, and generally keeping track of marriages accurate, or
do mistakes occur? These examples remind us that the official
number of marriages reflects certain bureaucratic decisions
about what will be counted and how to do the counting.

Now consider a more complicated example: statistics on sui-

cide. Typically, a coroner decides which deaths are suicides. This
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can be relatively straightforward: perhaps the dead individual
left behind a note clearly stating an intent to commit suicide. But
often there is no note, and the coroner must gather evidence that
points to suicide—perhaps the deceased is known to have been
depressed, the death occurred in a locked house, the cause of
death was an apparently self-inflicted gunshot to the head, and
so on. There are two potential mistakes here. The first is that the
coroner may label a death a “suicide” when, in fact, there was
another cause (in mystery novels, at least, murder often is dis-
guised as suicide). The second possibility for error is that the
coroner may assign another cause of death to what was, in fact,
a suicide. This is probably a greater risk, because some people
who kill themselves want to conceal that fact (for example, some
single-car automobile fatalities are suicides designed to look like
accidents so that the individual’s family can avoid embarrass-
ment or collect life insurance benefits). In addition, surviving
family members may be ashamed by a relative’s suicide, and they
may press the coroner to assign another cause of death, such as
accident.

In other words, official records of suicide reflect coroners’
judgments about the causes of death in what can be ambiguous
circumstances. The act of suicide tends to be secretive—it usu-
ally occurs in private—and the motives of the dead cannot
always be known. Labeling some deaths as “suicides” and others

» o«

as “homicides,” “accidents,” or whatever will sometimes be
wrong, although we cannot know exactly how often. Note, too,
that individual coroners may assess cases differently; we might

imagine one coroner who is relatively willing to label deaths sui-
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cides, and another who is very reluctant to do so. Presented with
the same set of cases, the first coroner might find many more
suicides than the second.'

It is important to appreciate that coroners view their task as
classifying individual deaths, as giving each one an appropriate
label, rather than as compiling statistics for suicide rates.
Whatever statistical reports come out of coroners’ offices (say,
total number of suicides in the jurisdiction during the past year)
are by-products of their real work (classifying individual deaths).
That is, coroners are probably more concerned with being able
to justify their decisions in individual cases than they are with
whatever overall statistics emerge from those decisions.

The example of suicide records reveals that all official statis-
tics are products—and often by-products—of decisions by var-
ious officials: not just coroners, but also the humble clerks who
fill out and file forms, the exalted supervisors who prepare sum-
mary reports, and so on. These people make choices (and some-
times errors) that shape whatever statistics finally emerge from
their organization or agency, and the organization provides a
context for those choices. For example, the law requires coroners
to choose among a specified set of causes for death: homicide,
suicide, accident, natural causes, and so on. That list of causes
reflects our culture. Thus, our laws do not allow coroners to list
“witchcraft” as a cause of death, although that might be consid-
ered a reasonable choice in other societies. We can imagine
different laws that would give coroners different arrays of
choices: perhaps there might be no category for suicide; perhaps

people who kill themselves might be considered ill, and their
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deaths listed as occurring from natural causes; or perhaps sui-
cides might be grouped with homicides in a single category of
deaths caused by humans. In other words, official statistics
reflect what sociologists call organizational practices—the orga-
nization’s culture and structure shape officials’ actions, and
those actions determine whatever statistics finally emerge.

Now consider an even more complicated example. Police
officers have a complex job; they must maintain order, enforce
the law, and assist citizens in a variety of ways. Unlike the coroner
who faces a relatively short list of choices in assigning cause of
death, the police have to make all sorts of decisions. For example,
police responding to a call about a domestic dispute (say, a fight
between husband and wife) have several, relatively ill-defined
options. Perhaps they should arrest someone; perhaps the wife
wants her husband arrested—or perhaps she says she does not
want that to happen; perhaps the officers ought to encourage the
couple to separate for the night; perhaps they ought to offer to
take the wife to a women'’s shelter; perhaps they ought to try talk-
ing to the couple to calm them down; perhaps they find that talk-
ing doesn’'t work, and then pick arrest or a shelter as a second
choice; perhaps they decide that the dispute has already been set-
tled, or that there is really nothing wrong. Police must make deci-
sions about how to respond in such cases, and some—but prob-
ably not all—of those choices will be reflected in official statistics.
If officers make an arrest, the incident will be recorded in arrest
statistics, but if the officers decide to deal with the incident infor-
mally (by talking with the couple until they calm down), there

may be no statistical record of what happens. The choices officers
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make depend on many factors. If the domestic dispute call comes
near the end of the officers’ shift, they may favor quick solutions.
If their department has a new policy to crack down on domestic
disputes, officers will be more likely to make arrests. All these
decisions, each shaped by various considerations, will affect
whatever statistics eventually summarize the officers’ actions.!?

Like our earlier examples of marriage records and coroners
labeling suicides, the example of police officers dealing with
domestic disputes reveals that officials make decisions (rela-
tively straightforward for marriage records, more complicated
for coroners, and far less clear-cut in the case of the police), that
official statistics are by-products of those decisions (police
officers probably give even less thought than coroners to the sta-
tistical outcomes of their decisions), and that organizational
practices form the context for those decisions (while there may
be relatively little variation in how marriage records are kept,
organizational practices likely differ more among coroners’
offices, and there is great variation in how police deal with their
complex decisions, with differences among departments,
precincts, officers, and so on). In short, even official statistics are
social products, shaped by the people and organizations that
create them.

THINKING ABOUT STATISTICS AS SOCIAL PRODUCTS

The lesson should be clear: statistics—even official statistics

such as crime rates, unemployment rates, and census counts—
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are products of social activity. We sometimes talk about statistics
as though they are facts that simply exist, like rocks, completely
independent of people, and that people gather statistics much as
rock collectors pick up stones. This is wrong. All statistics are cre-
ated through people’s actions: people have to decide what to
count and how to count it, people have to do the counting and
the other calculations, and people have to interpret the resulting
statistics, to decide what the numbers mean. All statistics are
social products, the results of people’s efforts.

Once we understand this, it becomes clear that we should not
simply accept statistics by uncritically treating numbers as true
or factual. If people create statistics, then those numbers need to
be assessed, evaluated. Some statistics are pretty good; they
reflect people’s best efforts to measure social problems carefully,
accurately, and objectively. But other numbers are bad statis-
tics—figures that may be wrong, even wildly wrong. We need to
be able to sort out the good statistics from the bad. There are
three basic questions that deserve to be asked whenever we
encounter a new statistic.

1. Who created this statistic? Every statistic has its authors, its
creators. Sometimes a number comes from a particular individ-
ual. On other occasions, large organizations (such as the Bureau
of the Census) claim authorship (although each statistic un-
doubtedly reflects the work of particular people within the
organization).

In asking who the creators are, we ought to be less concerned
with the names of the particular individuals who produced a

number than with their part in the public drama about statistics.
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Does a particular statistic come from activists, who are striving
to draw attention to and arouse concern about a social problem?
Is the number being reported by the media in an effort to prove
that this problem is newsworthy? Or does the figure come from
officials, bureaucrats who routinely keep track of some social
phenomenon, and who may not have much stake in what the
numbers show?

2. Why was this statistic created? The identities of the people
who create statistics are often clues to their motives. In general,
activists seek to promote their causes, to draw attention to social
problems. Therefore, we can suspect that they will favor large
numbers, be more likely to produce them and less likely to view
them critically. When reformers cry out that there are many pros-
titutes or homeless individuals, we need to recognize that their
cause might seem less compelling if their numbers were smaller.
On the other hand, note that other people may favor lower num-
bers. Remember that New York police officials produced figures
showing that there were very few prostitutes in the city as evi-
dence they were doing a good job. We need to be aware that the
people who produce statistics often care what the numbers
show, they use numbers as tools of persuasion.

3. How was this statistic created? We should not discount a
statistic simply because its creators have a point of view, because
they view a social problem as more or less serious. Rather, we
need to ask how they arrived at the statistic. All statistics are
imperfect, but some are far less perfect than others. There is a big
difference between a number produced by a wild guess, and one

generated through carefully designed research. This is the key
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question. Once we understand that all social statistics are cre-
ated by someone, and that everyone who creates social statistics
wants to prove something (even if that is only that they are care-
ful, reliable, and unbiased), it becomes clear that the methods of
creating statistics are key. The remainder of this book focuses on

this third question.

PLAN OF THE BOOK

The following chapters discuss some of the most common and
important problems with the creation and interpretation of
social statistics. Chapter 2 examines four basic sources of bad
statistics: bad guesses, deceptive definitions, confusing ques-
tions, and biased samples. Chapter 3 looks at mutant statistics, at
ways even good statistics can be mangled, misused, and misun-
derstood. Chapter 4 discusses the logic of statistical comparison
and explores some of the most common errors in comparing two
or more time periods, places, groups, or social problems.
Chapter 5 considers debates over statistics. Finally, chapter 6

examines three general approaches to thinking about statistics.
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SOFT FACTS

Sources of Bad Statistics

A child advocate tells Congress that 3,000 children per year are
lured with Internet messages and then kidnapped. Tobacco
opponents attribute over 400,000 deaths per year to smoking.
Antihunger activists say that 31 million Americans regularly
“face hunger.” Although the press tends to present such statis-
tics as facts, someone, somehow, had to produce these num-
bers. But how? Is there some law enforcement agency that keeps
track of which kidnappings begin with online seductions? Are
there medical authorities who decide which lung cancer deaths
are caused by smoking, and which have other causes, such as
breathing polluted air? Who counts Americans facing hunger—
and what does “facing hunger” mean, anyway?

Chapter 1 argued that people produce statistics. Of course
they do. All human knowledge—including statistics—is created
through people’s actions; everything we know is shaped by our

language, culture, and society. Sociologists call this the social
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construction of knowledge. Saying that knowledge is socially con-
structed does not mean that all we know is somehow fanciful,
arbitrary, flawed, or wrong. For example, scientific knowledge
can be remarkably accurate, so accurate that we may forget the
people and social processes that produced it. I'm writing this
chapter on a computer that represents the accumulation of cen-
turies of scientific knowledge. Designing and building this com-
puter required that people come to understand principles of
physics, chemistry, electrical engineering, computer science—
who knows what else? The development of that knowledge was a
social process, yet the fact that the computer works reliably
reflects the great confidence we have in the knowledge that went
into building it.

This is one way to think about facts. Knowledge is factual
when evidence supports it and we have great confidence in its
accuracy. What we call “hard fact” is information supported by
strong, convincing evidence; this means evidence that, so far as
we know, we cannot deny, however we examine or test it. Facts
always can be questioned, but they hold up under questioning.
How did people come by this information? How did they inter-
pret it? Are other interpretations possible? The more satisfactory
the answers to such questions, the “harder” the facts.

Our knowledge about society tends to be “softer” than our
knowledge of the physical world. Physicists have far more
confidence in their measurements of the atomic weight of mer-
cury than sociologists have in their descriptions of public atti-
tudes toward abortion. This is because there are well-estab-

lished, generally agreed-upon procedures for measuring atomic
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weights and because such measurements consistently produce
the same results. In contrast, there is less agreement among
social scientists about how best to measure—or even how to
define—public opinion.

Although we sometimes treat social statistics as straightfor-
ward, hard facts, we ought to ask how those numbers are cre-
ated. Remember that people promoting social problems want to
persuade others, and they use statistics to make their claims
more persuasive. Often, the ways people produce statistics are
flawed: their numbers may be little more than guesses; or the
figures may be a product of poor definitions, flawed measure-
ments, or weak sampling. These are the four basic ways to create

bad social statistics.

GUESSING

Activists hoping to draw attention to a new social problem often

find that there are no good statistics available.* When a trouble-

*While activists are particularly likely to face this problem
(because they often are the first to try to bring a problem to public
attention), anyone trying to promote a new social problem—includ-
ing experts, officials, and those representing the media or other insti-
tutions—may have the same difficulties. Just as I sometimes use the
general terms “advocates” or “promoters” to refer to all the sorts of
people who help create social problems, I use “activists” to suggest
that they are the ones especially—but not uniquely—likely to han-
dle statistics in particular ways.
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some social condition has been ignored, there usually are no
accurate records about the condition to serve as the basis for
good statistics. Therefore, when reporters ask activists for facts
and figures (“Exactly how big is this problem?”), the activists can-
not produce official, authoritative numbers.

What activists do have is their own sense that the problem is
widespread and getting worse. After all, they believe it is an
important problem, and they spend much of their time learning
more about it and talking to other people who share their con-
cerns. A hothouse atmosphere develops in which everyone
agrees this is a big, important problem. People tell one another
stories about the problem and, if no one has been keeping care-
ful records, activists soon realize that many cases of the prob-
lem—maybe the vast majority—go unreported and leave no
records.

Criminologists use the expression “the dark figure” to refer to
the proportion of crimes that don’t appear in crime statistics.! In
theory, citizens report crimes to the police, the police keep
records of those reports, and those records become the basis for
calculating crime rates. But some crimes are not reported
(because people are too afraid or too busy to call the police, or
because they doubt the police will be able to do anything useful),
and the police may not keep records of all the reports they
receive, so the crime rate inevitably underestimates the actual
amount of crime. The difference between the number of offi-
cially recorded crimes and the true number of crimes is the dark
figure.

Every social problem has a dark figure because some instances
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(of crime, child abuse, poverty, or whatever) inevitably go
unrecorded. How big is the dark figure? When we first learn about
a problem that has never before received attention, when no one
has any idea how common the problem actually is, we might
think of the dark figure as being the entire problem. In other
cases where recordkeeping is very thorough, the dark figure may
be relatively small (for example, criminologists believe that the
vast majority of homicides are recorded, simply because dead
bodies usually come to police attention).

So, when reporters or officials ask activists about the size of a
newly created social problem, the activists usually have to guess
about the problem’s dark figure. They offer estimates, educated
guesses, guesstimates, ballpark figures, or stabs in the dark.
When Nightline’s Ted Koppel asked Mitch Snyder, a leading
activist for the homeless in the early 1980s, for the source of the
estimate that there were two to three million homeless persons,
Snyder explained: “Everybody demanded it. Everybody said we
want a number. . . . We got on the phone, we made a lot of calls,
we talked to a lot of people, and we said, ‘Okay, here are some
numbers.’ They have no meaning, no value.”? Because activists
sincerely believe that the new problem is big and important, and
because they suspect that there is a very large dark figure of unre-
ported or unrecorded cases, the activists’ estimates tend to be
high, to err on the side of exaggeration. Their guesses are far
more likely to overestimate than underestimate a problem’s size.
(Activists also favor round numbers. It is remarkable how often
their estimates peg the frequency of some social problem at one

[or two or more] million cases per year.)

34 SOFT FACTS



Being little more than guesses—and probably guesses that
are too high—usually will not discredit activists’ estimates. After
all, the media ask activists for estimates precisely because they
can’t find more accurate statistics. Reporters want to report facts,
activists’ numbers look like facts, and it may be difficult, even
impossible to find other numbers, so the media tend to report
the activists’ figures. (Scott Adams, the cartoonist who draws
Dilbert, explains the process: “Reporters are faced with the daily
choice of painstakingly researching stories or writing whatever
people tell them. Both approaches pay the same.”%)

Once a number appears in one news report, that report is a
potential source for everyone who becomes interested in the
social problem; officials, experts, activists, and other reporters
routinely repeat figures that appear in press reports. The number
takes on a life of its own, and it goes through “number launder-
ing.”’ Its origins as someone’s best guess are now forgotten and,
through repetition, it comes to be treated as a straightforward
fact—accurate and authoritative. Soon the trail becomes muddy.
People lose track of the estimate’s original source, but they
assume the number must be correct because it appears every-
where—in news reports, politicians’ speeches, articles in schol-
arly journals and law reviews, and so on. Over time, as people
repeat the number, they may begin to change its meaning, to
embellish the statistic.

Consider early estimates for the crime of stalking.® Concern
about stalking spread very rapidly in the early 1990s; the media
publicized the problem, and most state legislatures passed anti-

stalking laws. At that time, no official agencies were keeping
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track of stalking cases, and no studies of the extent of stalking
had been done, so there was no way anyone could know how
often stalking occurred. After a newsmagazine story reported
“researchers suggest that up to 200,000 people exhibit a stalker’s
traits,”” other news reports picked up the “suggested” figure and
confidently repeated that there were 200,000 people being
stalked. Soon, the media began to improve the statistic. The host
of a television talk show declared, “There are an estimated
200,000 stalkers in the United States, and those are only the ones
that we have track of.”® An article in Cosmopolitan warned:
“Some two hundred thousand people in the U.S. pursue the
famous. No one knows how many people stalk the rest of us, but
the figure is probably higher.”® Thus, the original guess became a
foundation for other, even bigger guesses (chapter 3 explores
how repeating statistics often alters their meaning).1°

People who create or repeat a statistic often feel they have a
stake in defending the number. When someone disputes an esti-
mate and offers a very different (often lower) figure, people may
rush to defend the original estimate and attack the new number
and anyone who dares to use it. For example, after activists esti-
mated that there were three million homeless in the early 1980s
and the Reagan administration countered that the actual num-
ber was closer to 300,000, the activists argued that the adminis-
tration’s figures could not be trusted: after all, the administration
was committed to reducing expenditures on social programs and
could be expected to minimize the need for additional social
services.!! Various social scientists set out to measure the size of

the homeless population. When their findings confirmed that
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the 300,000 figure was more reasonable, the social scientists
came under attack from activists who charged that the research
had to be flawed, that the researchers’ sympathies must have
been with the administration, not the homeless.!? In general, the
press continued reporting the large estimates. After all, activists
and reporters knew that the actual number of homeless persons
was much higher—didn't everyone agree that three million was
the correct figure? This example suggests that any estimate can
be defended by challenging the motives of anyone who disputes
the figure.

In addition, the dark figure often plays a prominent part in
defending guesses. There are always some hidden, unnoticed,
uncounted cases and, because they are uncounted, we cannot
know just how many there are. Arguing that the dark figure is
large, perhaps very large (“The cases we know about are just the
tip of the iceberg!”), makes any estimate seem possible, even rea-
sonable. We know that some victims do not report rapes, but
what proportion of rapes goes unreported? Is it two in three?
Surveys that ask people whether they’ve been victimized by a
crime and, if so, whether they reported the crime to the police,
find that about two-thirds of all rapes go unreported.'3 But surely
these surveys are imperfect; some rape victims undoubtedly
refuse to tell the interviewer they’'ve been victimized, so there
still must be a dark figure. Some antirape activists argue that the
dark figure of unreported rapes is very large, that only one rape in
ten gets reported (this would mean that, for every two victims
who fail to report their attacks to the police but tell an inter-

viewer about the crimes, seven others refuse to confide in the
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interviewer).!* Such arguments make an impassioned defense of
any guess possible.

Activists are by no means the only people who make statisti-
cal guesses. It is difficult to count users of illicit drugs (who of
course try to conceal their drug use), but government agencies
charged with enforcing drug laws face demands for such statis-
tics. Many of the numbers they present— estimates for the num-
ber of addicts, the amounts addicts steal, the volume of illicit
drugs produced in different countries, and so on—cannot bear
close inspection. They are basically guesses and, because having
a big drug problem makes the agencies’ work seem more impor-
tant, the officials’ guesses tend to exaggerate the problem’s size.5
It makes little difference whether those promoting social prob-
lems are activists or officials: when it is difficult to measure a
social problem accurately, guessing offers a solution; and there
usually are advantages to guessing high.

There is nothing terribly wrong with guessing what the size of
asocial problem might be. Often we can’t know the true extent of
aproblem. Making an educated guess—and making it clear that
it’s just someone’s best guess—gives us a starting point. The real
trouble begins when people begin treating the guess as a fact,
repeating the figure, forgetting how it came into being, embel-
lishing it, developing an emotional stake in its promotion and
survival, and attacking those who dare to question what was,
remember, originally just someone’s best guess. Unfortunately,
this process occurs all too often when social problems first come
to public attention, because at that stage, a guess may be all any-

one has got.
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DEFINING

Any attempt to talk about a social problem has to involve some
sort of definition, some answer to the question: “What is the
nature of this problem?” The definition can be—and often is—
vague; sometimes it is little more than an example. For instance,
a television news story may tell us about a particular child who
was beaten to death, and then say, “This is an example of child
abuse.” The example takes the place of a precise definition of the
problem. One difficulty with this practice is that media coverage
usually features dramatic, especially disturbing examples be-
cause they make the story more compelling. Using the worst case
to characterize a social problem encourages us to view that case
as typical and to think about the problem in extreme terms. This
distorts our understanding of the problem. Relatively few cases
of child abuse involve fatal beatings; comparatively mundane
cases of neglect are far more common. But defining child abuse
through examples of fatal beatings can shape how we think
about the problem, and child-protection policies designed to
prevent fatalities may not be the best way to protect children
from neglect. Whenever examples substitute for definitions, there
is a risk that our understanding of the problem will be distorted.

Of course, not all definitions of social problems depend on
dramatic examples. People promoting social problems some-
times do offer definitions. When they do so, they tend to prefer
general, broad, inclusive definitions. Broad definitions encom-
pass more cases—and more kinds of cases. Suppose we want to

define sexual violence. Certainly our definition should include
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rapes. But what about attempted rapes—should they be
included? Does being groped or fondled count? What about see-
ing a stranger briefly expose himself? A narrow definition—say,
“sexual violence is forcible sexual contact involving penetra-
tion” —will include far fewer cases than a broad definition—for
example, “sexual violence is any uninvited sexual action.”*6 This
has obvious implications for social statistics because broad
definitions support much larger estimates of a problem’s size.*

No definition of a social problem is perfect, but there are two
principal ways such definitions can be flawed. On the one hand,
we may worry that a definition is too broad, that it encompasses
more than it ought to include. That is, broad definitions identify
some cases as part of the problem that we might think ought not
to be included; statisticians call such cases false positives (that is,
they mistakenly identify cases as part of the problem). On the
other hand, a definition that is too narrow excludes cases that
we might think ought to be included; these are false negatives
(incorrectly identified as not being part of the problem).!”

In general, activists trying to create a new social problem view
false negatives as more troubling than false positives. Remember
that activists often feel frustrated because they want to get peo-

ple concerned about some social condition that has been

*Activists often couple big statistics based on broad definitions
with compelling examples of the most serious cases. For example,
claims about child abuse might feature the case of a murdered child
as a typical example, yet offer a statistical estimate that includes mil-
lions of less serious instances of abuse and neglect.
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ignored. The general failure to recognize and acknowledge that
something is wrong is part of what the activists want to correct;
therefore, they may be especially careful not to make things
worse themselves by defining the problem too narrowly. A
definition that is too narrow fails to recognize the problem’s full
extent; in doing so, it continues ignoring at least a part of the
harm and suffering that ought to be recognized. Thus, activists
might point to an example of a woman traumatized by a flasher
exposing himself, and then argue that the definition of sexual
violence needs to be broad enough to acknowledge the harm
suffered by that woman. Activists sometimes favor definitions
broad enough to encompass every case that ought to be
included; that is, they promote broad definitions in hopes of
eliminating all false negatives. Remember, too, that broad
definitions make it easier to justify the big numbers advocates
prefer.

However, broad definitions invite criticism. Not everyone
finds it helpful to lump rape and flashing into a single category of
sexual violence. Such broad definitions obscure important
differences within the category: rape and flashing both may be
unwanted, but classifying them together may imply they are
equally serious. Worse, broad definitions encompass cases that
not everyone considers instances of social problems; that is,
while they minimize false negatives, they do so at the cost of
maximizing cases that critics may see as false positives. Consider
the long-running debate over the definition of pornography.'®
What ought to be considered pornographic? Presumably hard-

core videos of people having sex are included in virtually all
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definitions. But is Playboy pornographic? What about nude
sculptures, or the annual Sports Illustrated swimsuit issue? Some
antipornography activists may favor a very broad, inclusive
definition, while their critics may argue that such definitions are
too broad (“That’s not pornography!”).

Clearly, the definition of a social problem will affect statistics
about that problem. The broader the definition, the easier it is to
justify large estimates for a problem’s extent. When someone
announces that millions of Americans are illiterate, it is impor-
tant to ask how that announcement defines illiteracy.!® Some
might assume that illiteracy means that a person cannot read or
write at all, but the speaker may be referring to “functional illit-
eracy” (that s, the inability to read a newspaper or a map or to fill
out a job application or an income tax form). Does illiterate
mean not reading at all? Not reading at the third-grade level? Not
reading at the sixth-grade level? Defining illiteracy narrowly (as
being unable to read at all) will include far fewer people and
therefore produce far lower statistical estimates than a broad
definition (being unable to read at the sixth-grade level).

Often, definitions include multiple elements, each of which
can serve to make the definition broader or narrower. Consider
homelessness again. What should a definition of homelessness
encompass? Should it include the cause of homelessness? If a
tornado destroys a neighborhood and the residents have to be
housed in temporary emergency shelters, are they homeless, or
should we count only people whose poverty makes them home-

less? What about the length of time spent homeless? Does some-
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one who spends a single night on the streets count, or should
the label “homeless” be restricted to those who spend several
(and if so, how many?) nights on the streets? Each element in the
definition makes a difference. If we're counting homeless per-
sons, and we count only those whose poverty made them home-
less, we’ll find fewer than if we include disaster victims. If we
count those who were without a home for thirty days in the last
year, we will find fewer homeless people than if our standard is
only ten days, and using ten as a standard will produce a lower
number than if we agree that even a single night on the streets
qualifies someone to be considered homeless.

In fact, some advocates for the homeless argue that defini-
tions based on these elements are far too narrow, and they offer
even broader definitions.?’ They suggest that people who stay in
the homes of friends or relatives—but who have no homes of
their own—ought to be counted as homeless. Under this defini-
tion, an impoverished mother and child who never spend a night
on the streets or in a shelter but who “double up” and live with
relatives or another poor family ought to be counted as home-
less. Obviously, using this broader standard to count cases will
produce higher numbers than definitions that restrict homeless-
ness to those living on the streets. Still other advocates argue that
people whose housing is inadequate or insufficient also ought to
be counted as homeless. This still broader definition will lead to
even larger numbers. Calculating the number of homeless peo-
ple (or illiterate people or acts of sexual violence) inevitably

reflects our definitions.
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In other words, statistics about social problems always de-
pend on how we define the problem. The broader the definition,
the bigger the statistic. And, because people promoting social
problems favor big numbers (because they make the problem
seem bigger and more important), we can expect that they will
favor broad definitions. Often, advocates justify broad defini-
tions by emphasizing the importance of being inclusive. People
who spend a single night on the streets (or who have to stay with
friends, or who live in substandard housing) also suffer. Who are
we to decide that their suffering shouldn’t count? Clearly, advo-
cates argue, these people deserve to be included when we speak
of “homelessness.”

There are, then, two questions about definitions that ought to
be asked whenever we encounter statistics about social prob-
lems. First, how is the problem defined? It is all too easy to gloss
over definitions, to assume that everybody knows what it means
to be homeless or illiterate or whatever. But the specifics of
definitions make a difference, and we need to know what they
are. Second, is the definition reasonable? No definition is per-
fect. Definitions that are too narrow exclude false negatives
(cases that ought to be included), while definitions that are too
broad include false positives (cases that ought to be excluded). It
is difficult to have a sensible discussion about a social problem if
we can’t define the problem in a way that we can agree is reason-
able. But even if we cannot agree, we can at least recognize the

differences in—and the limitations of—our definitions.

44 SOFT FACTS



MEASURING

Any statistic based on more than a guess requires some sort of
counting. Definitions specify what will be counted. Measuring
involves deciding how to go about counting. We cannot begin
counting until we decide how we will identify and count
instances of a social problem.*

To understand the significance of measurement, let’s begin
by considering one of the most common ways social scientists
measure social concern—survey research. Surveys (or polls)
involve asking people questions, counting their answers, and
drawing general conclusions based on the results. (Choosing
which people to survey presents special problems that we’ll con-
sider in the next section, on sampling.) For example, we might
ask 1,000 people whether they favor or oppose a new law; if we
discover that 500 of the people asked favor the law and 500
oppose it, we might generalize from those findings and conclude
that public opinion is about evenly split.

Although the media sometimes report survey results as
though public issues involve clear-cut splits in opinions—imply-
ing that people either favor or oppose gun control, that they’re
either pro-choice or pro-life—this is an oversimplification.

Public attitudes toward most social issues are too complex to be

*In fact, researchers recognize that what I'm calling measurement
actually is a type of definition. They refer to operational definitions,
that is, the operations one goes through to identify an instance of
whatever is being defined.
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classified in simple pros and cons, or to be measured by a single
survey question. For example, surveys find that about go percent
of Americans agree that legal abortions should be available to
women whose health would be endangered by continuing their
pregnancies (see Table 1). Pro-choice advocates sometimes inter-
pret such results as evidence that most Americans support legal-
ized abortion. However, surveys also find that only about 45 per-
cent of Americans support abortion regardless of the woman’s
reason for wanting it, and pro-life advocates sometimes view this
as evidence that most Americans oppose abortion on demand.
Combining the responses to these questions (as well as others
measuring attitudes toward abortion under various circum-
stances) reveals a more complex pattern of public opinion: there
is a small, hard-core antiabortion faction (roughly 10 percent of
the population) that opposes abortion under any circumstances;
alarger minority (roughly 45 percent) that accepts women’s right
to choose abortion under almost any circumstances; and
another large minority (roughly 45 percent) that occupies a ter-
ritory between these extremes, that approves of abortion for
“good” reasons but does not approve of all abortions, regardless
of the circumstances. Attitudes toward abortion are too compli-
cated to be measured by a single survey question or to be
described in terms of simple pro/con categories. Obviously,
then, measurement makes a difference. The choice of questions
used to measure abortion attitudes affects what public opinion
surveys discover.

Survey researchers know that how questions are worded affects

results. Advocates who can afford to sponsor their own surveys
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Table 1. Percentages of Americans Favoring Legal Abortions
under Different Circumstances, 1996

If the woman’s own health is seriously endangered by

the pregnancy 92
If she became pregnant as a result of rape 84
If there is a strong chance of serious defect in the baby 82
If she is married and does not want any more children 47
If the family has a very low income and cannot afford

any more children 47
If she is not married and does not want to marry the man 45
If the woman wants it for any reason 45

SOURCE: Data from the 1996 General Social Survey, from “The
American Survey— Release 1997” (CD-ROM,; Bellevue, Wash.: Micro-
Case, 1997).

can shape the results; usually they try to demonstrate wide-
spread public support for their position. (This is sometimes
called advocacy research.) Advocates word questions so as to
encourage people to respond in the desired way. For example,
surveys by gun-control advocates may ask: “Do you favor crack-
ing down against illegal gun sales?” Most people can be counted
on to oppose illegal acts, and such questions routinely find that
(according to the gun-control activists’ interpretations of the
results) more than three-quarters of Americans favor gun con-
trol. On the other hand, the National Rifle Association opposes
gun control, and it sponsors surveys that word questions very

differently, such as: “Would you favor or oppose a law giving
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police the power to decide who may or may not own a firearm?”
Not unexpectedly, most people answer that they oppose giving
the police so much power, and the NRA can report that most
Americans (roughly three-quarters) oppose gun control.?! As in
the example of abortion discussed above, public opinion seems
to divide into minorities at the two extremes (some favoring a
ban on all guns; others opposed to any gun control), and a large
middle mass that, presumably, favors keeping guns out of the
hands of “bad” people while letting “good” people have guns.
However, the complexity of public opinion can be hard to recog-
nize when our information comes from surveys sponsored by
advocates who word questions to produce the results they
desire.*

In addition to wording questions to encourage some
responses, advocates who conduct their own surveys can decide
how to interpret the results. A few years ago, the press reported
that a national survey estimated that 2 percent of adult
Americans (nearly four million people) had been abducted by
UFOs. How did the researchers arrive at this figure? Did they ask:
“Have you ever been abducted by a UFO?” No. The researchers
argued that such a straightforward question would be a poor
measure because many UFO abductees do not realize they've

been abducted (or are unwilling to talk about the experience);

*Although I have chosen to focus on question wording, there are
many other ways researchers can design surveys to encourage par-
ticular responses. For example, the order in which questions are
asked can make a difference in how people respond.
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therefore they could not (or would not) answer a direct question
accurately. (Note that this is another instance of advocates trying
to avoid false negatives; in this case, they did not want to mea-
sure abduction in a way that might exclude some cases they felt
ought to be included.) Instead, the researchers devised a very
different measure: they identified five indicators or symptoms
that often figured in the accounts of people who say they’ve been
abducted, and then asked whether respondents had experienced
these more innocuous symptoms, for example: “Waking up par-
alyzed with a sense of a strange person or presence or something
else in the room?” They then concluded that anyone who
reported four or more symptoms probably had been abducted.
Two percent of the survey respondents fell into this group, lead-
ing to the researchers’ conclusion that 2 percent of the popula-
tion had been abducted.??

This example illustrates the importance of measurement
decisions. Measurement involves choices. Had the UFO re-
searchers decided that only one or two symptoms indicated
abduction, they would have found more abductees. Had they
decided to insist that respondents report all five symptoms, they
would have found fewer. (And, of course, had they decided to
only count people who reported having been abducted, they
presumably would have found fewer yet.) Such choices shape
the results of many surveys. Based on affirmative answers to
such questions as “Have you had sexual intercourse when you
didn’t want to because a man gave you alcohol or drugs?” one
survey concluded that roughly a quarter of female college stu-

dents had been raped.?® Critics challenged this finding; they
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argued that the questions were ambiguous, and noted that
nearly three-quarters of the respondents identified as rape vic-
tims indicated they did not consider the incident a rape.?* But, as
these examples demonstrate, it is the advocates conducting the
surveys—not the respondents—who create the measurements
and interpret the results, who identify the victims of UFO abduc-
tion or rape.

Activists justify such measurement decisions as efforts to
reveal the true scope of social problems. Remember that activists
usually believe that the problem they seek to bring to public
attention is both large and largely unrecognized, that there is a
substantial dark figure of hidden cases. They design their
research to shed light into this darkness; they try to collect data
that will reveal the true (substantial) extent of the problem.
Therefore, they devise measurements that will minimize false
negatives. Survey researchers know many techniques for encour-
aging respondents to give the desired answers. In addition to
wording questions carefully, for example, one researcher advises
that surveys can elicit more reports of violence against women
by: defining violence broadly; asking women about violent inci-
dents throughout their lives (rather than focusing on only, say,
the previous year); asking multiple questions about victimiza-
tion (rather than having a single question); asking open-ended
questions that invite wide-ranging responses; and employing
sympathetic female interviewers.?> And, of course, the re-
searcher has the ultimate power to decide which responses indi-
cate the presence of the social problem.

Often, measurement decisions are hidden. The media report
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statistics (“Research shows that . . .”) without explaining how the
study measured the social problem. These reports usually ignore
controversies about measurement, and even well-established
measures can be controversial. For example, the U.S. Bureau of
the Census calculates the poverty line—the income levels below
which people are considered poor. First established in 1964, the
poverty line involves a set of calculations: first, the government
determined a food budget for a nutritionally sound diet for a
family of four; then, assuming that families spend one-third of
their income on food, the bureau multiplied that figure by three.
This produced the total income for the base poverty line (which
was adjusted for families of different sizes). Each year, the
poverty line is multiplied by the change in the Consumer Price
Index to take inflation into account. Obviously, the poverty line is
an arbitrary standard; different assumptions could be used to
justify setting the line higher or lower. In fact, every element in
the current formula has come under attack. Critics have argued
that the food budget is unrealistic, that the poor do not spend
one-third of their income on food, that the Consumer Price
Index does not accurately measure inflation, that maintaining
the same formula for calculating the poverty line fails to take
changes in the standard ofliving into account, and so on.28 There
is, for instance, a debate over what ought to count as family
income: if a family gets food stamps, should the value of its food
stamps be considered income? Imagine a family that earns an
income just below the poverty line; if the value of the food
stamps it receives plus its income produces a total above the line,

should it still be considered poor?
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How to measure poverty has been a contentious issue for
decades. In general, political liberals favor measurement choices
that raise the poverty line or make it harder to meet the thresh-
old; they oppose, for example, treating the value of food stamps
as income. Measuring poverty in this way means that more peo-
ple will be considered poor (and therefore deserving additional
social services). In contrast, most conservatives argue that the
poverty line ought to be set low and that it should be easy to
exceed; thus, they favor counting food stamps as income. Such
measurement choices will identify fewer poor people (therefore
supporting arguments that there is less need for social services).
In this debate, liberals argue that the established poverty line
produces too many false negatives (that is, too many people who
are “really” poor fall above the line), while conservatives charge
that the poverty line designates false positives (too many people
who “really” aren’t poor fall below the line).

Like definitions, measurements always involve choices.
Advocates of different measures can defend their own choices
and criticize those made by their opponents—so long as the var-
ious choices being made are known and understood. However,
when measurement choices are kept hidden, it becomes difficult

to assess the statistics based on those choices.

SAMPLING

Virtually all social statistics involve generalizing from samples. It

is usually too difficult and too expensive to count every instance
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of some social condition; it is cheaper, faster, and more efficient
to select some cases, examine them, and then generalize to the
larger social problem. In the specialized vocabulary of statisti-
cians, the cases examined are a sample chosen to represent the
larger population of all cases.

There are two problems with sampling—one obvious, and
the other more subtle. The obvious problem is sample size.
Samples tend to be much smaller than their populations. Even
national surveys (such as the Gallup Poll) usually interview only
1,000 to 2,000 people. Many studies by social scientists use much
smaller samples; it is not uncommon for social research to be
based on interviews with only a few dozen people. Obviously, it
is possible to question results based on small samples. The
smaller the sample, the less confidence we have that the sample
accurately reflects the population.

However, large samples aren’t necessarily good samples. This
leads to the second issue: the representativeness of a sample is
actually far more important than sample size. A good sample
accurately reflects (or “represents”) the population. If tens of
thousands of readers fill out a questionnaire they find in a mag-
azine and mail in their responses, it is not at all clear what pop-
ulation they represent. Some kinds of people will be much more
likely to read the magazine than others, and readers who com-
plete the questionnaire will differ from those who don't; the
resulting sample—however large—is not representative.

Selecting a representative sample is a key challenge in social
science. Ideally, researchers know the full extent of the popula-

tion they want to study, and they can select a sample from this
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population at random. Statisticians can calculate the probabil-
ity that such random samples represent the population; this is
usually expressed in terms of sampling error (for example, there
might be a 95 percent probability that the distribution of
responses in a sample will be within 3 percent of the distribu-
tion in the population).

The real problem is that few samples are random. Even when
researchers know the nature of the population, it can be time-
consuming and expensive to draw a random sample; all too
often, it is impossible to draw a true random sample because the
population cannot be defined. This is particularly true for stud-
ies of social problems. Because social problems always have hid-
den cases (the dark figure), the actual dimensions of the popula-
tion always are uncertain. Suppose we want to study teenage
runaways. How can we identify the runaway population (which,
after all, changes from minute to minute as some teenagers run
away and others return home)? Some runaways are gone for
minutes or a few hours; other leave for years, even permanently.
Some go to stay with friends or relatives; others live on the
streets. With such a fluid, diverse population, drawing a random
sample presents terrible challenges. Researchers have to make
compromises, to draw the best samples they can; they might, for
example, combine different samples—perhaps randomly sam-
pling shelters to identify long-term runaways and sampling
teenagers drawn from the general population to try and identify
some former short-term runaways who have returned home.
The best samples are those that come as close as possible to

being random.
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But statistics about social problems usually are based on sam-
ples that fall far short of randomness. People who want to pro-
mote new social problems may not think critically about the rep-
resentativeness of the samples that serve as the basis for their
statistics. Remember that activists tend to spend their time
among people intensely concerned about their social problem;
they share stories about the severity of the problem and gener-
ally reaffirm one another’s concern. They probably feel that this
experience gives them a pretty good sense of the nature of the
problem, and that the cases they encounter are fairly typical.
Thus, someone who works in a particular runaway shelter and
sees the teenagers who come there may decide to collect statis-
tics on the shelter’s clients. The great advantage of this method is
its convenience— the runaways come to you. This is called con-
venience sampling; it is inexpensive, it is easy, and it is by far the
most common way to study social problems.

The disadvantage with convenience samples, of course, is
that it is hard to know whether they reflect the population.
Suppose we keep track of all the runaways who pass through one
shelter in a month. What population do they represent? Certainly
we cannot argue that they represent all runaways, because many
runaways never go near a shelter. Well, do they at least represent
the population of all runaways who visit shelters? Maybe—but
maybe not: there may well be differences in the runaways who
come to different shelters, depending on the region where the
city is located (warm versus cold climate), shelter policies (shel-
ters may have different rules for admitting runaways), whether a

city’s runaways have a choice of places they can go to get help,

SOFT FACTS 55



and so on. An apparently conservative answer might be that our
sample at least represents the population of runaways who pass
through that shelter. But does it? It might depend on which
month we decided to collect data: there are probably more run-
aways in summer months (because it is warm and school is out);
winter runaways might be different (more committed, or more
desperate). The potential limitations of convenience samples
always need to be considered.

A related problem emerges when activists select particular
cases to illustrate a social problem. Recall that activists often
choose vivid examples to raise concern; they pick these cases
precisely because they are not typical, but are especially dra-
matic and arouse our shock, horror, anger, or outrage. There is, of
course, nothing random about the choice of these examples.
However, advocates may talk about these cases as though they
are somehow typical, representative of the larger problem. A
murdered runaway is a tragic story that may capture media
attention and mobilize public concern, but the case is a poor
basis for generalizing to the larger problem of teenage runaways.
Terrible examples should not be treated as though they are rep-
resentative samples of a social problem.

The difficulties of drawing accurate samples also invite
another sort of generalizing claim. Activists sometimes take
advantage of a social problem’s dark figure to speculate about
the problem’s scope. For example, they may argue that the prob-
lem threatens “everyone,” that it affects “people of all sorts,” even
that it strikes “at random.” Thus, an advocate might argue that

teenagers run away from all sorts of families, that it is impossible
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to predict which teenagers might become runaways. Such claims
are powerful because they raise everyone’s concern: if any
teenager might run away, then runaways could happen in fami-
lies you know; even someone in your family might run away. But
there is a difference between saying that some teenagers run
away from upper-middle-class families that have both parents
present (“It happens!”) and saying that teenagers from such fam-
ilies are just as likely to run away as other teenagers. All teenagers
may be at some risk of running away, but that does not mean that
all teenagers have the same risk of becoming runaways. In gen-
eral, social problems are patterned; people do not run away—or
commit crimes, become homeless, or become infected with
HIV—at random. But people promoting social problems often
find it advantageous to gloss over these patterns, to imply that
everyone shares the same risks and therefore we all have the
same, substantial stake in solving the social problem.?”

In short, the process of generalization is at the center of sam-
pling. People who talk about social problems almost inevitably
want to generalize from some cases—a sample—to the larger
problem. The key question is what sorts of generalizations the
sample permits. Researchers able to draw random samples from
populations that are well understood can make convincing gen-
eralizations. But this is almost never possible in analyses of
social problems, especially when the problem is first coming to
public attention. At that early stage, the dark figure is usually
unknown, but probably large, and advocates often don’t even
have a clear sense of what they don’t know. They generalize on

the basis of the minimal evidence they do have: perhaps they
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know about some dramatic examples that might serve to arouse
public concern; perhaps they have conducted studies based on
convenience samples of cases that have come to their attention;
perhaps they believe that the largely hidden problem is so wide-
spread that it reaches every corner of society. Their limited
knowledge, coupled with their enthusiasm for the cause,
encourages them to make generalizations that cannot be sup-
ported by the evidence.

The media often fail to question activists’ generalizations.
Frightening examples and claims that a problem threatens every-
one make good, compelling news stories. And, if reporters do try
to check the activists’ generalizations, they may be unable to find
anyone with better evidence. Only later, after the problem is
defined as a matter of serious public concern, are experts likely to
design careful, authoritative research projects. Such research can
be expensive, particularly when it tries to examine a random—or
atleast, an approximately random—sample of a reasonable size.
Usually, careful research of this sort requires funding from major
institutions—government agencies, foundations, or industries—
and they are unlikely to sponsor such work until activists have
convinced them to make the problem a priority.

Again, virtually all claims about social problems involve gen-
eralizing from a sample of cases. We need to ask how much
confidence we should have in these generalizations, and the
answer to this question will depend on the nature and quality of
the sample. Advocates ought to clearly explain the nature of their
sample, so that others can evaluate the strength of the general-

izations the sample will support.
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CHARACTERISTICS OF GOOD STATISTICS

This chapter’s focus has been the production of bad statistics
through guessing, dubious definitions, questionable measure-
ment, and poor sampling. At this point, you may be wondering
whether all statistics are bad, nothing more than “damned lies.”
Are there any good statistics? How can we tell the good numbers
from the bad?

The problems identified in this chapter suggest some stan-
dards that good statistics meet. First, good statistics are based on
more than guessing. The most basic question about any statistic
is: How did someone arrive at this number? All statistics are
imperfect, but some flaws are worse than others. Obviously, we
should not place too much confidence in guesses (even edu-
cated guesses). Watch for the danger signs of guessing: Do the
people offering the statistic have a bias—do they want to show
that the problem is common (or rare)? Is the statistic a big, round
number? Does the statistic describe an unfamiliar, hidden social
problem that probably has a large dark figure (if so, how did the
advocates manage to come up with their numbers)?

Second, good statistics are based on clear, reasonable defini-
tions. Remember, every statistic has to define its subject. Those
definitions ought to be clear and made public. An example—
particularly a dramatic, disturbing example, a horror story, a
worst case—is not a definition. Anyone presenting a statistic
describing a social problem should be able and willing to
explain the definition used to create the statistic. Definitions

usually are broad: they encompass kinds of cases very different
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from (and usually less serious than) the examples. We need to
ask: How broad? What does the definition include? Again, ask
yourself whether the people offering the statistic favor broad (or
narrow) definitions, and why. Consider whether their definition
might exclude too many false negatives or include too many
false positives.

Third, good statistics are based on clear, reasonable measures.
Again, every statistic involves some sort of measurement; while
all measures are imperfect, not all flaws are equally serious.
People offering a statistic should be able and willing to explain
how they measured the social problem, and their choices
should seem reasonable. If the people offering the statistic have
some sort of bias (in favor of big—or small—numbers), that
bias may be reflected in the way they’'ve measured the problem.
For example, they may have worded survey questions to
encourage certain responses, or they may interpret responses in
peculiar ways. Be suspicious of statistics based on hidden mea-
surements, and consider how measurement choices might
shape statistics.

Finally, good statistics are based on good samples. Clear, rea-
sonable definitions and clear, reasonable measurements are not
enough. Almost all statistics generalize from a sample of cases to
a larger population, and the methods of selecting that sample
should be explained. Good samples are representative of that
larger population; ideally, this means the sample has been
selected at random. Watch out for statistics based on small, non-
random, convenience samples; such samples are easier and

cheaper to study, but they are a poor basis for sweeping general-
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izations. Ask yourself how the sample chosen might skew the
resulting statistics.

One sign of good statistics is that we're given more than a
number; we're told something about the definitions, measure-
ment, and sampling behind the figure—about how the number
emerged. When that information remains concealed, we have

every reason to be skeptical.
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MUTANT STATISTICS

Methods for Mangling Numbers

Not all statistics start out bad, but any statistic can be made
worse. Numbers—even good numbers—can be misunderstood
or misinterpreted. Their meanings can be stretched, twisted, dis-
torted, or mangled. These alterations create what we can call
mutant statistics— distorted versions of the original figures.
Many mutant statistics have their roots in innumeracy.
Remember that innumeracy—difficulties grasping the mean-
ings of numbers and calculations—is widespread. The general
public may be innumerate, but often the advocates promoting
social problems are not any better. They may become confused
about a number’s precise meaning; they may misunderstand
how the problem has been defined, how it has been measured, or
what sort of sampling has been used. At the same time, their
commitment to their cause and their enthusiasm for promoting
the problem (“After all, it’s a big problem!”) may lead them to

“improve” the statistic, to make the numbers seem more dra-
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matic, even more compelling. Some mutant statistics may be
products of advocates’ cynicism, of their deliberate attempts to
distort information in order to make their claims more convinc-
ing; this seems particularly likely when mutation occurs at the
hands of large institutions that twist information into the form
most favorable to their vested interests. But mutation can also be
a product of sincere, albeit muddled interpretations by innu-
merate advocates.

Once someone utters a mutant statistic, there is a good
chance that those who hear it will accept it and repeat it.
Innumerate advocates influence their audiences: the media
repeat mutant statistics; and the public accepts—or atleast does
not challenge—whatever numbers the media present. A political
leader or a respected commentator may hear a statistic and
repeat it, making the number seem even more credible. As sta-
tistics gain wide circulation, number laundering occurs. The
figures become harder to challenge because everyone has heard
them, everyone assumes the numbers must be correct. Par-
ticularly when numbers reinforce our beliefs, prejudices, or
interests (“Of course that’s true!”), we take figures as facts, with-
out subjecting them to criticism.

Consider one widely circulated statistic about the dangers of
anorexia nervosa (the term for eating dangerously little in an
effort to be thin). Anorexia usually occurs in young women, and
some feminists argue that it is a response to societal pressures for
women to be beautiful, and cultural standards that equate slen-
derness with beauty. Activists seeking to draw attention to the

problem estimated that 150,000 American women were anorexic,
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and noted that anorexia could lead to death.! At some point,
feminists began reporting that each year 150,000 women died
from anorexia.? (This was a considerable exaggeration; only
about 70 deaths per year are attributed to anorexia.) This simple
transformation—turning an estimate for the total number of
anorexic women into the annual number of fatalities—pro-
duced a dramatic, memorable statistic. Advocates repeated the
erroneous figure in influential books, in newspaper columns, on
talk shows, and so on. There were soon numerous sources for the
mistaken number. A student searching for material for a term
paper on anorexia, for instance, had a good chance of encoun-
tering—and repeating—this wildly inaccurate statistic, and
each repetition helped ensure that the mutant statistic would
live on.

Yet it should have been obvious that something was wrong
with this figure. Anorexia typically affects young women. In the
United States each year, roughly 8,500 females aged 15—24 die
from all causes; another 47,000 women aged 25-44 also die.3
What were the chances, then, that there could be 150,000 deaths
from anorexia each year? But, of course, most of us have no idea
how many young women die each year (“It must be a lot. . . .").
When we hear that anorexia kills 150,000 young women per year,
we assume that whoever cites the number must know that it is
true. We accept the mutant statistic, and may even repeat it our-
selves.

Once created, mutant statistics have a good chance of spread-
ing and enduring. But how and why does mutation occur? This

chapter explores four common ways of creating mutant num-
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bers. It begins with the most basic errors—making inappropri-
ate generalizations from a statistic. It then turns to transforma-
tions—taking a number that means one thing and interpreting it
to mean something completely different. The third section con-
cerns confusion—transformations that involve misunderstand-
ing the meaning of more complicated statistics. Finally, we’ll
consider compound errors— the ways in which bad statistics can
be linked to form chains of error. In these four ways, bad statis-
tics not only take on lives of their own, but they do increasing

damage as they persist.

GENERALIZATION: ELEMENTARY FORMS OF ERROR

Generalization is an essential step in statistical reasoning. We
rarely are able to count all the cases of some social problem.
Instead, we collect some evidence, usually from a sample, and
generalize from it to the larger problem. The process of general-
ization involves the basic processes discussed in chapter 2: the
problem must be defined, and a means of measurement and a
sample must be chosen. These are elementary steps in social
research. The basic principles are known: definitions and mea-
sures need to be clear and reasonable; samples should be repre-
sentative. But even the most basic principles can be violated and,
surprisingly often, no one notices when this happens. Mutant
statistics—based on flawed definitions, poor measurements, or
bad samples—emerge, and often receive a surprising amount of
attention.
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Questionable Definitions

Consider the flurry of media coverage about an “epidemic” of
fires in African American churches in the South in 1996. Various
advocates charged that the fires were the work of a racist con-
spiracy.* Their claims recalled the history of racial terrorism in
the South; black churches had often been targets of arson or
bombing. Perhaps because 1996 was an election year, politi-
cians—both Democrats (including President Clinton and Vice
President Gore) and Republicans—denounced the fires, as did
both the liberal National Council of Churches and the conserva-
tive Christian Coalition. Virtually everyone spoke out against the
wave of arson.

Activists (such as the antiracist Center for Democratic
Renewal) tried to document the increased number of fires; they
produced lists of church arsons and statistics about the number
of suspicious fires as evidence that the problem was serious.
However, investigations, first by journalists and later by a federal
task force, called these claims into question.5 While there were
certainly some instances in which whites burned black churches
out of racist motives, there was no evidence that a conspiracy
linked the various fires. Moreover, the definition of a suspicious
church fire proved to be unclear; the activists’ lists included fires
at churches with mostly white congregations, fires known to
have been set by blacks, or by teenage vandals, or by mentally
disturbed individuals, and fires set in order to collect insurance.
And, when journalists checked the records of the fire insurance

industry, they discovered not only that the number of fires in
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1996 was not unusually high, but that church arsons had been
generally declining since atleast 1980. The federal task force ulti-
mately failed to find any evidence of either an epidemic of fires
or a conspiracy, although the press gave the task force report lit-
tle coverage and advocates denounced the study’s findings.

In short, statistics attempting to demonstrate the existence of
an epidemic of church arsons lacked a clear definition of what
ought to count as a racially motivated church fire. Nor did advo-
cates define how many fires it would take to constitute an “epi-
demic” (although it would presumably be some number above
the normal annual total of church fires). The absence of any clear
definitions made it difficult to assess the evidence. The advo-
cates who offered lists of fires (and asserted that each blaze was
evidence of a racist conspiracy) may have been convinced, but
those who tried to identify cases using some sort of clear
definition failed to find any evidence that the epidemic even

existed.

Inadequate Measurement

Clear, precise definitions are not enough. Whatever is defined
must also be measured, and meaningless measurements will
produce meaningless statistics. For instance, consider recent
federal efforts to count hate crimes (crimes motivated by racial,
religious, or other prejudice).

In response to growing concern about hate crimes, the federal
government began collecting hate-crime statistics. The Federal
Bureau of Investigation invited local law enforcement agencies

to submit annual reports on hate crimes within their jurisdic-
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tions and, beginning in 1991, the bureau began issuing national
hate-crime statistics.

Although the FBI had collected data on the incidence of crime
from local agencies for decades, counting hate crimes posed
special problems. When police record a reported crime—say, a
robbery—it is a relatively straightforward process: usually the
victim comes forward and tells of being forced to surrender
money to the robber; these facts let the police classify the crime
as a robbery. But identifying a hate crime requires something
more: an assessment of the criminal’s motive. A robbery might be
ahate crime—ifprejudice motivates the robber—but the crimes
committed by robbers with other motives are not hate crimes.
There are real disagreements about how to define and measure
hate crimes. Not surprisingly, some activists favor broad, inclu-
sive standards that will avoid false negatives; some feminists, for
example, argue that rapes automatically should be considered
hate crimes (on the grounds that all rape is motivated by gender
prejudice).” But local officials (who may be reluctant to publi-
cize tensions within their communities) may favor much nar-
rower standards, so that a cross-burning on an African American
family’s lawn may be classified as a “teenage prank,” rather than
a hate crime, depending on how police assess the offenders’
motives.?

Because there is much variation in how—and even whether—
agencies measure hate crimes, hate-crime statistics have been
incomplete and uneven. In 1991, the FBI collected hate-crime data
from agencies in only 32 states; less than a quarter of all law

enforcement agencies supplied reports. By 1996, 49 states and the
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District of Columbia reported some data, but many agencies still
did not participate. More important, many of the agencies that
did file reports indicated that they had recorded no hate crimes
during 1996: 12 states reported fewer than 10 hate crimes apiece;
Alabama’s law enforcement agencies did not report a single hate
crime.® So long as many agencies refused to submit hate-crime
statistics—and others used wildly different standards to classify
hate crimes—the data collected and published would have little
value. We might even suspect that the jurisdictions that report the
most hate crimes will be those with the most liberal governments,
because they are more likely to press law enforcement agencies to
take reporting seriously. This suggests that hate-crime statistics
may be abetter measure oflocal officials’ politics than of the inci-
dence of hate crimes.

While the recordkeeping may improve over time, the hate-
crime statistics reported during the program’s early years were
nearly worthless. The organizational practices for recording hate
crimes obviously varied widely among jurisdictions, making
meaningful comparisons impossible. Moreover, it should be
noted that, as reporting does improve, the numbers of reported
hate crimes will almost certainly increase. That is, incidents that
previously would not have been counted as hate crimes will be
counted, and successive annual reports will show the incidence
of hate crime rising. It may be years before measurement be-
comes sufficiently standardized to permit meaningful compar-
isons among jurisdictions, or from year to year. Measurement is
always important, but this example illustrates why new statisti-

cal measures should be handled with special caution.
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Bad Samples

Chapter 2 emphasized the importance of generalizing from rep-
resentative samples. This is a basic principle, but one that is eas-
ily lost. For example, consider a study subtitled “A Survey of
917,410 Images, Descriptions, Short Stories, and Animations
Downloaded 8.5 Million Times by Consumers in Over 2000 Cities
in Forty Countries, Provinces, and Territories.”!® An undergradu-
ate student published this research in 1995 in a law review; he
reported that 83.5 percent of the downloaded images were
pornographic. In 1995, the Internet was still a novel phenome-
non; people worried that children were frequent users, and that
parents did not understand the Internet well enough to protect
their children from questionable content. Claims that an exten-
sive research project revealed that a substantial majority of
Internet traffic involved pornography generated considerable
concern. The huge scope of the study—a917,410 images down-
loaded 8.5 million times—implied that it must be exhaustive.

But, of course, a large sample is not necessarily a good sam-
ple. In this case, the researcher did not collect a representative
sample of Internet traffic. Rather, he examined postings to only
17 of some 32 Usenet groups that carried image files. Phrased
differently, his findings showed that pornographic images ac-
counted for only about 3 percent of Usenet traffic, while Usenet
accounted for only about an eighth of the traffic on the entire
Internet.!! In short, the sample of images was drawn from pre-
cisely that portion of the Internet where pornographic images

were concentrated; it was anything but a representative sample.
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An alternative way to summarize the study’s findings was that
only 0.5 percent of Internet traffic involved pornographic
images—a markedly lower (and less dramatic) figure than 83.5
percent. This example reminds us that mistaking a large sample
for a representative sample can be a serious error.

The three cases discussed in this section—the unfocused
definition of church fires, the uneven measurement of hate
crimes, and the biased sample of Internet traffic—reveal that the
most basic flaws can distort statistics about social problems. All
three of these cases received extensive coverage from the media;
all three attracted concerned attention from political leaders;
and all three cases involved mutant statistics. It is also true that,
in all three cases, those statistics eventually drew criticism.
However, critics are not always successful in influencing the
public. Many people probably remain convinced that most
Internet traffic is pornographic, that members of a racist con-
spiracy set many church fires, and so on. Mutant statistics often

prove to be long-lived.

TRANSFORMATION:
CHANGING THE MEANING OF STATISTICS

Another common form of mutant statistic involves transforming
anumber’s meaning. Usually, this involves someone who tries to
repeat a number, but manages to say something different. This
chapter’s introduction offers an example: recall that 150,000 peo-

ple with anorexia became 150,000 deaths from anorexia. Of
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course, not all transformations are as obvious as equating having
adisease with dying from it. Often transformations involve more
subtle misunderstandings or logical leaps.

Consider the evolution of one critic’s estimate that “six per-
cent of America’s 52,000 [Roman Catholic] priests are at some
point in their adult lives sexually preoccupied with minors.”?
This estimate originated with a psychologist and former priest
who treated disturbed clergy and derived the figure from his
observations. It was, in short, an educated guess. Still, his claim
was often repeated (it was undoubtedly the only statistic avail-
able) and, in the process, transformed in at least four important
ways.!3 First, some of those who repeated the figure forgot that it
was an estimate, and referred to the number as though it were a
well-established fact—presumably a finding from a survey of
priests. Second, while the psychologist’s estimate was based on a
sample of priests who had sought psychological treatment (and
therefore might well be especially likely to have experienced
inappropriate attractions to young people), he generalized to all
priests. Third, although the original estimate referred to sexual
attraction, rather than actual behavior, those who repeated the
number often suggested that 6 percent of all priests had had sex-
ual contacts with young people. Fourth, those young people
became redefined as “children”; critics charged that 6 percent of
priests were pedophiles (“pedophiles” are adults who have sex
with prepubescent children). Although the original estimate in
fact suggested that twice as many priests were attracted to ado-
lescents as to younger children, this subtlety was lost. Thus, an

estimate that perhaps 6 percent of priests in treatment were at
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some point sexually attracted to young people was transformed
into the fact that 6 percent of all priests had had sex with chil-
dren. Not everyone who repeated the statistic made all four
transformations, but the number’s original meaning soon
became lost in a chorus of claims linking “pedophile priests” to
the 6 percent figure.

This example suggests that a single statistic can be trans-
formed in several ways, that it is impossible to predict all the
ways a number might be misunderstood and given an entirely
new meaning. While it may be especially easy to transform esti-
mates and guesses (because the language of guessing is often
vague), even more precisely defined statistics can undergo trans-
formation.

Homicide statistics offer an example. In addition to gathering
reports of homicides in order to calculate crime rates, the FBI
also tries to collect more detailed information for its Supple-
mentary Homicide Reports (SHR). The FBI encourages law
enforcement agencies to complete a brief SHR form for each
homicide; the form asks, for example, about the victim’s age,
gender, and ethnicity, the relationship between victim and
offender, and the circumstances of the homicide (for example,
whether the death occurred during the course of a robbery, dur-
ing an argument, and so on).

SHR data are inevitably incomplete. When the police find the
body of a homicide victim, they may not know enough to com-
plete the entire SHR form: they ordinarily can identify the vic-
tim’s age and gender, and they often—but not always—can

specify the circumstances of the homicide, but unless they iden-
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tify the offender, they usually cannot know the nature of the vic-
tim-offender relationship. In such cases, the relationship is
coded “unknown.” Roughly 15 to 20 percent of SHR reports list
the circumstances as unknown; nearly 40 percent indicate that
the victim-offender relationship is unknown.!*

It is important to realize that completing the SHR paperwork
is a by-product of police work and may receive a relatively low
priority in many departments. Agencies are supposed to submit
SHR reports within five days of the end of the month when the
homicide becomes known. While the FBI asks for updated
reports when additional information becomes available, many
agencies do not bother to report changes. Thus, a homicide ini-
tially reported as involving unknown circumstances or an
unknown victim-offender relationship may later be solved, but
the police do not necessarily report what more they have learned
to the FBIL.

An SHR classification of “unknown” means just that—at the
time the report was completed, the police didn't have some
information. However, people sometimes make assumptions
about the nature of the unknown circumstances or unknown vic-
tim-offender relationships reported to the FBI. In the early 1980s,
the FBI drew attention to the problem of serial murder (that is,
individuals who killed victims on more than one occasion).!5
There had been several prominent serial murder cases in the
news, and the press argued that this was, if not a new crime
problem, at least one that was more common than ever before.
The FBI estimated that there might be as many as 35 serial mur-

derers active at any one time, and the media claimed that serial
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murderers might account for as many as 4,000 or 5,000 deaths
per year. (Some commentators mangled these numbers further,
reporting that there were 45,000 active serial killers.) It should
have been apparent that there was something wrong with these
statistics: they implied that each killer murdered more than 100
victims per year—an improbably high average. How did the
advocates arrive at the figure of 4,000 victims? Simple: they
assumed that all—or at least a large share—of SHR homicides
involving unknown circumstances or an unknown victim-
offender relationship were serial murders. Serial murderers often
kill victims unknown to them; therefore, the advocates assumed,
cases in which the victim-offender relationship was unknown
were probably serial murder cases.

Recent claims blaming most homicides on strangers use sim-
ilar logic. SHR reports classify about 15 percent of victims and
offenders as strangers, but nearly 40 percent of victim-offender
relationships as unknown. Some interpretations assumed that
any unknown relationship must involve strangers; they added 15
percent and 40 percent and concluded that strangers commit
most (55 percent) murders.1®

Both the serial murder and the stranger-homicide claims
transformed the meaning of “unknown” by assuming that, if the
police can't classify the victim-offender relationship, then the
homicide must be the work of a stranger—or even a serial killer.
This is an unwarranted logical leap. Researchers who have con-
ducted more careful and more complete studies (for example,
examining officials’ final classifications for homicides) have con-

cluded that strangers account for 2025 percent of all homicides
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(not more than half), and that serial murderers kill perhaps 400
victims per year (not 4,000).

The lesson from the misinterpretation of SHR statistics, then,
concerns transformations created by careless inferences about
the meaning of official statistics. In these cases, advocates
assumed that they knew what had actually happened in cases
that the police labeled “unknown.” They produced dramatic,
frightening figures that exaggerated the deaths caused by
strangers or serial murderers, and those transformed figures
received wide circulation.

Transformations involve shifts in meaning; advocates convert
a statistic about X into a statistic aboutY. This is an obvious error.
Sometimes transformations are inadvertent; they reflect noth-
ing more than sloppy, imprecise language. In such cases, people
try to repeat a statistic, but they accidentally reword a claim in a
way that creates a whole new meaning. Of course, other trans-
formations may be deliberate efforts to mislead in order to
advance the advocates’ cause.

Certainly transformations often “improve” a claim by making
it more dramatic: the number of anorexics becomes a body
count; priests attracted to adolescents become priests having
sex with children; homicides of unknown circumstances be-
come serial killings. Such statistics get repeated precisely
because they are dramatic, compelling numbers. A transforma-
tion that makes a statistic seem less dramatic is likely to be for-
gotten, but a more dramatic number stands a good chance of
being repeated. It is a statistical version of Gresham’s Law: bad

statistics drive out good ones.
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And there is another lesson: transformation errors often
reflect innumeracy. Both advocates and their audiences fail to
think critically about the numbers being circulated. It should
have been obvious that anorexia could not kill 150,000 women
per year. Similarly, the people who asserted that there were 35
active serial murderers killing 4,000 victims each year should
have realized that those two figures made no sense when com-
bined, that both could not be correct.

Obviously, advocates who make transformations reveal their
innumeracy, but advocates are not the only ones to blame. The
media and the others who repeat the claims also make blunders.
The reporters who wrote stories about all those deaths from
anorexia or serial murder should have asked themselves whether
those numbers were plausible; they might even have investi-
gated the claims before repeating them. Yet, in each case, these
numbers received wide circulation for years—and continued to
be repeated even after they were called into question. After all,
the mutant statistics were now readily available; people easily
could find them on the Internet or printed in many sources.
Transformation errors are easy to make, but difficult to set right.

Transformation only requires that one person misunderstand
a statistic and repeat the number in a way that gives it a new
meaning. Once that new meaning—the mutant statistic—is
available, many of the ways people may respond to it—accept-
ing it, repeating it, or simply not challenging it—help maintain
the error. Even if someone recognizes the mistake and calls
attention to it, the error is likely to live on, uncorrected in many

people’s minds.
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CONFUSION: GARBLING COMPLEX STATISTICS

The examples we've discussed so far in this chapter involve mis-
understanding relatively simple, straightforward statistics. But
some statistics get mangled because they seem too difficult to
grasp, and therefore they are easily confused. (Be warned: the
examples that follow are more complicated than those in the
other sections of this chapter. While you will not need any
sophisticated mathematical knowledge in order to make sense of
the confusion, you must pay attention to the steps by which the
statistics were first calculated and then garbled.)

Consider Workforce 2000, a1987 report, commissioned by the
U.S. Department of Labor, that projected changes in the Ameri-
can workforce.!” The population in the workforce is gradually
changing for several reasons: most important, a growing propor-
tion of women work, so females account for a growing percent-
age of workers; in addition, the percentage of workers who are
nonwhites is growing (this reflects several developments, includ-
ing immigration patterns and ethnic differences in birth rates).
The combined effect of these changes is gradually to reduce the
proportion of white males in the workforce: in 1988 (roughly
when Workforce 2000 appeared), white males accounted for 47.9
percent of all workers; and the report projected that, by 2000,
this percentage would fall to 44.8 percent.

However, rather than describing the change in such easily
understood terms, the authors of Workforce 2000 chose to speak
of “net additions to the workforce” (see Table 2). What did this

term mean? Very simply, the report made predictions about the
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Table 2. Projected Net Additions to the Workforce
by Ethnicity and Sex, 1988—-2000

Worker Projected Net

Category Additions? Percentage
Non-Hispanic white males 2,265,000 11.6
Non-Hispanic white females 6,939,000 35.6
Hispanic males 2,877,000 14.8
Hispanic females 2,464,000 12.7
Black males 1,302,000 6.7
Black females 1,754,000 9.0
Asian & other males 950,000 49
Asian & other females 910,000 4.7
Total 19,461,000 100.0

NOTE: The data used in this table are similar to, but not precisely
the same as those used to prepare Workforce 2000. Therefore, some
of the figures are close to—but not precisely the same as—those
quoted from the report.

2 Projected net additions is a total—the number of workers ex-
pected to enter the workforce, minus the number expected to leave
through death, retirement, and so on.

souRCE: Howard N. Fullerton, “New Labor Force Projections,
Spanning 1988 to 2000,” Monthly Labor Review 112 (November 1989):
3-1 (Table 7).



populations of workers that would enter and leave the workforce
(because of death, retirement, and so on) between 1988 and
2000. For example, the authors estimated that 13.5 million white
males would join the workforce and 11.3 million would leave dur-
ing those years. The difference—2.2 million—would be white
males’ “net addition to the workforce.” Because the numbers of
female and nonwhite workers are growing faster than those of
white males, white males made up a relatively small share—Iless
than 15 percent—of the anticipated total net addition to the
workforce.

Rather than describing the gradual decline in white males’
proportion of the workforce in terms of a straightforward per-
centage (47.9 percent in 1988, falling to 44.8 percent in 2000), the
authors of Workforce 2000 chose to use a more obscure measure
(net additions to the workforce). That was an unfortunate choice,
because it invited confusion. In fact, it even confused the people
who prepared the report. Workforce 2000 came with an “execu-
tive summary”—a brief introduction summarizing the report’s
key points for those too busy to read the entire document. The
Executive Summary to Workforce 2000 mangled the report’s
findings by claiming: “Only 15 percent of the new entrants to the
labor force over the next 13 years will be native white males, com-
pared to 47 percent in that category today.”!® That sentence was
wrong for two reasons: first, it confused net additions to the labor
force (expected to be roughly 15 percent white males) with all
new entrants to the labor force (white males were expected to be
about 32 percent of all those entering the labor force); and, sec-

ond, it made a meaningless comparison between the percentage
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of white males among net workforce entrants and white males’
percentage in the existing labor force (roughly 47 percent). The
statistical comparison seemed dramatic, but it was pointless.

Unfortunately, the dramatic number captured people’s atten-
tion. The press fixed on the decline in white male workers as the
report’s major finding, and they began to repeat the error.
Officials at the Department of Labor tried to clarify the confu-
sion, but the mutant statistic predictably took on a life of its
own.!? Politicians, labor and business leaders, and activists all
warned that the workplace was about to undergo a sudden
change, that white males—historically the typical, the most
common category of workers—were an endangered species. The
mangled statistic was itself remangled; for example, one official
testified before Congress: “By the year 2000, nearly 65% of the
total workforce will be women,” yet no one asked how or why
that might occur.?’ Claims about the vanishing white male
worker flourished.

It is easy to see why people repeated these claims; the notion
that white males would soon become a small proportion of all
workers offered support for very different political ideologies.
Liberals saw the coming change as proof that more needed to be
done to help women and minorities—who, after all, would be
the workers of the future. Liberal proposals based on Workforce
2000 called for expanded job training for nontraditional (that is,
nonwhite or female) workers, additional programs to educate
management and workers about the need for diversity in the
workplace, and so on. In contrast, conservatives viewed the

changing workforce as further evidence that immigration, femi-
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nism, and other developments threatened traditional social
arrangements. In response to claims that white male workers
were disappearing, a wide range of people found it easier to
agree (“We knew it! We told you so!”) than to ask critical ques-
tions about the statistical claims.

The reaction to Workforce 2000 teaches a disturbing lesson:
complex statistics are prime candidates for mutation. Not that the
statistics in Workforce 2000 were all that complex—they weren't.
But the meaning of “net additions to the workforce” was not
obvious, and when people tried to put it in simpler language—
such as “new workers” —they mangled the concept. The report’s
authors made a poor choice when they chose to highlight statis-
tics about net additions; they invited the confusion that fol-
lowed. They ought to have realized that most people would not
grasp this relatively complicated idea. (Never overestimate the
understanding of an innumerate public.) And, of course, the peo-
ple who interpreted the report (beginning with the authors of the
executive summary!), instead of repeating the statistic, uninten-
tionally mangled it to produce figures with new, wildly distorted
meanings. Thus, a correct-but-difficult-to-understand statistic
became an easy-to-understand-but-completely-wrong number.

Similar confusion characterized press coverage of a medical
study that supposedly showed that physicians referred blacks
and women for cardiac catheterization less often than whites
and males.?! In the study, researchers gave doctors information
(e.g., descriptions of chest pain and results of stress tests) about
fictional patients who were described as either black or white,

female or male. The doctors were asked how they would treat
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these patients, and the researchers examined which kinds of
patients were referred for cardiac catheterization. Interestingly,
white females, black males, and white males were equally likely
to receive referrals for the procedure: catheterization was rec-
ommended for 90.6 percent of the patients in each group (see
the first column in Table 3). In contrast, only 78.8 percent of black
women were referred for catheterization. This study attracted
considerable press coverage when the media summarized the
results as showing that blacks and women were “40 percent less
likely” to receive cardiac testing. How could the press produce
this mangled statistic from these data?

The answer lies in the researchers’ decision to report their
results in terms of odds ratios. Producing this statistic involved a
two-stage calculation. First, the researchers calculated the odds
of people in different groups being referred for catheterization
(see the second column in Table 3). Remember that 90.6 percent
of white women received referrals; this means that, among1,000
white women, 906 would get referrals, and 94 would not; there-
fore the odds of a white woman being referred were 9.6 to 1 (906
referrals/94 nonreferrals = 9.6). That is, for every white woman
not referred, 9.6 would be referred—this is their odds of referral.
Black and white males had the exactly same percentages of being
referred, and therefore the same odds of referral, but the odds of
black women being referred were only 3.7 to 1 (among 1,000 black
women, there would be 788 referrals/212 nonreferrals = 3.7—for
every black woman not referred, 3.7 would be referred). Notice
(see the lower half of Table 3) that when white males and females

are grouped together, because both sexes had the same rates of
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Table 3. Percentage Referred for Cardiac Catheterization,
Oddis of Referral, Odds Ratio, and Risk Ratio, by Sex and Ethnicity

Mean Referral Odds of Odds Risk
Rate? ReferralP Ratio® Ratiod
Patients
White men 90.6 9.6to 1 1.0
Black men 90.6 9.6to1 1.0
White women 90.6 9.6to 1 1.0
Black women 78.8 3.7to1 0.4 0.87
Aggregate Data
All whites 90.6 9.6tol 1.0
All blacks 84.7 55to1 0.6 0.93
All men 90.6 9.6to1 1.0
All women 84.7 5.5t01 0.6 0.93

2 Percentage of cases in a category referred for catheterization.

b The odds of a member of a category being referred = referral
rate divided by (100% minus referral rate). For example, 9.6 white
males were referred for every white male who was not referred—
90.6/(100 — 90.6) = 9.6.

¢ The ratio of the odds of referral for two groups = odds for a group
divided by odds for its reference group. For example, odds for black
women/odds for white men =3.7/9.6 = .4.

d The ratio of the referral rates for two groups = referral rate for a
group divided by referral rate for its reference group. For example,
referral rate for black women/referral rate for white men = 78.8/90.6
=.87.

SOURCE: Lisa M. Schwartz, Steven Woloshin, and H. Gilbert
Welch, “Misunderstandings about the Effects of Race and Sex on
Physicians’ Referrals for Cardiac Catheterization,” New England
Journal of Medicine 341 (1999): 279—83. Copyright ©1999 Massachu-
setts Medical Society. All rights reserved.



referral, they had the same aggregate odds—9.6 to 1. However,
when black males (Who had the same rate of referral as whites)
were combined with black females (who had a lower rate of
referral), the overall odds for all blacks were lower—5.5 to 1.
Similarly, the aggregate odds for all males (black and white) were
higher than the aggregate odds for all women.

So far, we have been talking about the odds of being referred
for cardiac catheterization. But the researchers reported the odds
ratios.?2 This slightly more complicated statistic involves a sec-
ond stage of calculation (see the third column in Table 3). For
example, the ratio of the odds of males being referred (9.6) to the
odds of females being referred (5.5) is 1 to 0.6 (5.5/9.6 = 0.6).
(Similarly, the ratio of the odds of whites being referred [9.6] to
the odds of blacks being referred [5.5] is 1 to 0.6 [Table 3 shows
this ratio as simply 0.6].) Odds ratios, like net additions to the
workforce, are statistics which lack intuitively obvious meaning.
Most people don't think in terms of odds ratios, nor do they
understand what the term means.

Certainly this was true for the reporters who announced that
blacks and women were only “60 percent as likely” to receive
heart testing as whites and men. They misunderstood the odds
ratio (0.6) to mean the relative likelihood of receiving the proce-
dure. This was wrong. The correct comparison would have
involved calculating the risk ratios, that is, figuring the relative
chance, or risk, of being referred for testing. If 90.6 percent of
whites and 84.7 percent of blacks are referred, then blacks are 93
percent as likely (84.7/90.6 = .93) to get referrals (see the fourth

column in Table 3). That is, blacks were 93 percent as likely to be

MUTANT STATISTICS 85



referred as whites, and women 93 percent as likely as men. Blacks
and women, then, were not 40 percent less likely to receive refer-
rals; they were 7 percent less likely to be referred.

As in the case of Workforce 2000, the misinterpretation of the
results of this study began by mangling a poorly understood sta-
tistic. Reporters tried to translate the unfamiliar notion of odds
ratios into more familiar statements of probability, and their
resulting claims (blacks and women were 40 percent less likely to
receive referrals) were simply wrong. Two other aspects of this
case deserve mention. First, the researchers’ decision to com-
pare grouped data for males and females (and blacks with
whites) distorted the nature of their findings. Remember that
white males, black males, and white females had exactly the
same rates of referrals. The use of aggregate comparisons
obscured the real pattern (that only black females were referred
at lower rates). Rather than suggesting that all women or all
blacks were less likely to receive referrals, the researchers should
have emphasized that black women received different recom-
mendations from all other patients.

Second, we might wonder about the significance of receiving
those referrals. The press reports simply assumed that referrals
for cardiac catheterization (an invasive medical procedure that
carries its own risks) were always appropriate, in effect implying
that every patient should have received a referral. But perhaps
this is wrong. Perhaps the study showed that physicians were too
quick to refer males and white women for a risky procedure—

but the press reports never considered this possibility. (The press
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also tended to forget that the doctors in this study were examin-
ing fictitious files, not treating real patients.)

The ease with which somewhat complex statistics can pro-
duce confusion is important, because we live in a world in which
complex numbers are becoming more common. Simple statisti-
cal ideas—fractions, percentages, rates—are reasonably well
understood by many people. But many social problems involve
complex chains of cause and effect that can be understood only
through complicated models developed by experts. Thus, cur-
rent understandings for why some people develop heart disease
or cancer assume that heredity plays a part, that various behav-
iors (diet, exercise, smoking, and so on) play roles, and that the
environment has an influence. Sorting out the interconnected
causes of these problems requires relatively complicated statisti-
cal ideas—net additions, odds ratios, and the like. If we have an
imperfect understanding of these ideas, and if the reporters and
other people who relay the statistics to us share our confusion—
and they probably do—the chances are good that we’ll soon be
hearing—and repeating, and perhaps making decisions on the
basis of —mutated statistics.

COMPOUND ERRORS:
CREATING CHAINS OF BAD STATISTICS

I have suggested that bad statistics often take on a life of their

own. Rarely criticized, they gain widespread acceptance, and
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they are repeated over and over. Each repetition makes the num-
ber seem more credible—after all, everyone agrees that that’s
the correct figure. And, of course, bad statistics can become
worse through mutation: through misuse or misunderstanding,
the number becomes further distorted. But that’s not the end of
the process. Bad statistics can have additional ramifications
when they become the basis for calculating still more statistics.

We can think about this process as compounding errors into
a chain of bad statistics: one questionable number becomes the
basis for a second statistic that is, in turn, flawed; and the process
can continue as the second bad number leads to a third, and so
on—each number a link in a chain of errors.

Consider, for example, some of the uses to which the Kinsey
Reports have been put. During the 1930s and 1940s, the biologist
Alfred Kinsey and his colleagues conducted lengthy interviews
with several thousand people about their sexual experiences.
These interviews became the basis for two books: Sexual
Behavior in the Human Male (1948) and Sexual Behavior in the
Human Female (1953), popularly known as the “Kinsey Reports.”?
The books challenged the polite fiction that most sex was
confined to marriage; they revealed that many people had expe-
rience with a wide range of sexual behaviors, such as masturba-
tion and premarital sex. However, the Kinsey data could not pro-
vide accurate estimates for the incidence of different sexual
behaviors. While the thousands of interviews constituted a large
sample, that sample was not representative, let alone random.
The sample contained a much higher proportion of college-edu-

cated people than the general population and, in an effort to
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explore a broad range of sexual experiences, Kinsey deliberately
arranged interviews with a substantial number of active homo-
sexuals, as well as with many individuals who had been impris-
oned. Nonetheless, commentators sometimes treat the Kinsey
findings as though they offer an authoritative, representative
portrait of the American population. For example, gay and les-
bian activists sometimes argue that one-tenth of the population
is homosexual, and they refer to the Kinsey Reports to support
this claim.

Rather than define heterosexual and homosexual as a simple
dichotomy, the Kinsey Reports described a continuum that
ranged from individuals who had never had a homosexual expe-
rience, to those who had some incidental homosexual experi-
ences, and so on through those whose sexual experiences had
been exclusively homosexual. Still, the male report estimated
that “10 per cent of the males are more or less exclusively homo-
sexual . . . for at least three years between the ages of 16 and 55."%*
(Later surveys, based on more representative samples, have con-
cluded that the one-in-ten estimate exaggerated the amount of
homosexuality; typically, they find that 3—6 percent of males [and
alower percentage of females] have had significant homosexual
experience at some point in their lives [usually in adolescence or
early adulthood], and that the incidence of homosexuality
among adults is lower—between 1 and 3 percent.)?> However,
gay and lesbian activists often dispute these lower estimates;
they prefer the one-in-ten figure because it suggests that homo-
sexuals are a substantial minority group, roughly equal in num-

ber to African Americans—too large to be ignored. Thus, the 10
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percent figure lives on, and it is often used in calculating other,
new statistics about gays and lesbians.

Consider, for example, claims that one-third of teen
suicides—or roughly 1,500 deaths per year—involve gay or les-
bian adolescents. Gay activists invoked this statistic to portray
the hardships gay and lesbian youth confront; it suggests that
stigma and social isolation are severe enough to drive many ado-
lescents to kill themselves.?

But how could anyone hope to measure gay teen suicides
accurately? Many gays and lesbians try to conceal their sexual
orientation, and certainly some teenagers might feel driven to
suicide because keeping that secret was becoming a burden. But,
given this secrecy, how could anyone know just which teenagers
who commit suicide are gay or lesbian? Coroners, after all, do
not record sexual orientation on death certificates.

So how did advocates arrive at the statistic that one-third of
teenagers who kill themselves are homosexual? The answer is
that they constructed a chain of bad statistics. They began with
the familiar, Kinsey-based claim that one-tenth of the popula-
tion—including, presumably, one-tenth of teenagers—is homo-
sexual. Roughly 4,500 teenage deaths are attributed to suicide
each year; on average, then, 10 percent of those—450 suicides—
should involve gay or lesbian teens. (Note that we have already
incorporated our first dubious statistic—derived from Kinsey’s
questionable sample—that 10 percent of the population is gay or
lesbian.)

Next, advocates drew upon various studies that suggested

that homosexuals attempted suicide at a rate two to three times
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higher than heterosexuals. Note that this figure presumes knowl-
edge about the rates of an often secretive behavior in two popu-
lations—one itself often hidden. Multiplying 10 percent (the esti-
mated proportion of homosexuals in the population) by 3 (a
suicide rate estimated to be three times higher than that of het-
erosexuals) led to an estimate that gays and lesbians accounted
for 30 percent of suicides—and this figure was in turn rounded
up to one-third.* Thus, one-third of 4,500 teen suicides—1,500
deaths—involve gay or lesbian youths.

Notice how the final figure depends on the advocates’
assumptions. If the proportion of homosexuals among all teen-
agers is estimated at 3 percent, or 6 percent, the number of gay
teen suicides falls. If the rate at which homosexual teens commit
suicide is only twice that of heterosexuals, the number falls. (For
example, if we instead assume that 3 percent of the adolescent
population is gay or lesbian, and that their suicide rate is twice
that of heterosexuals, homosexuals would account for less than
6 percent of all teen suicides.) The final figure depends com-
pletely on the assumptions used to make the calculations.

This example offers two important lessons. The first is a

* There is another innumerate error hidden here. Even if10 per-
cent of the population is homosexual, and their suicide rate is three
times that of heterosexuals, homosexuals should account for only
one-quarter—not one-third—of suicides. Let Z be the suicide rate
for heterosexuals; if: (.1 [the proportion of the population that is
homosexual] x 3Z) + (.9 [the proportion of the population that is het-
erosexual] x Z) = 4,500 (the total number of teen suicides), then: (1 x
3Z) =1,125 = one-quarter of 4,500.
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reminder that bad statistics can live on. Most social scientists
consider Kinsey’s 10 percent estimate for homosexuality too
high; more recent, more reliable studies have consistently pro-
duced lower estimates. Yet some gay and lesbian activists con-
tinue to cite the higher figure—precisely because it is the largest
available number. In turn, 10 percent often figures into other cal-
culations—not just about gay teen suicides, but also regarding
the number of gay voters, the size of the gay population at risk of
AIDS, and so on.

The second lesson is perhaps harder to learn. Any claim about
the number of gay teen suicides should set off alarm bells. Given
the difficulties in learning which deaths are suicides and which
teenagers are gay; it obviously would be hard to learn the number
of gay teen suicides. It is not unreasonable to ask how the advo-
cates arrived at that number, and which assumptions lay behind
their calculations. Those assumptions may be perfectly defensi-
ble, but they deserve to be examined. But, of course, such exami-
nations are the exception, not the rule. Once offered, a statistic—
such as the claim that gays and lesbians account for one-third of
all teen suicides—tends to be repeated, to circulate widely, with-
out confronting questions about its validity.

Compound errors can begin with any of the standard sorts of
bad statistics—a guess, a poor sample, an inadvertent transfor-
mation, perhaps confusion over the meaning of a complex sta-
tistic. People inevitably want to put statistics to use, to explore a
number’s implications. An estimate for the number of homeless
persons can help us predict the costs of social services for the

homeless, just as an estimate of the proportion of the population
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that is homosexual lets us predict the number of gay and lesbian
teenagers who may attempt suicide. But, when the original num-
bers are bad—and we have already explored some of the many
ways bad numbers can come into circulation—compound
errors can result. Assessing such statistics requires another level
of critical thinking: one must ask both how advocates produced
the statistic at hand (1,500 gay teen suicides), and whether they
based their calculations on earlier numbers that are themselves
questionable (e.g., 10 percent of the population is homosexual).
The strengths and weaknesses of those original numbers should

affect our confidence in the second-generation statistics.

THE ROOTS OF MUTANT STATISTICS

The problems addressed in chapter 2—guessing and troubles
with definitions, measurement, and sampling—are relatively
straightforward and easy to spot. However, detecting mutant sta-
tistics often requires tracing the history of a number, learning
how its meaning or use changes over time. Mutant statistics don't
always start out bad. Although a bad statistic often provides an
excellent basis for mutation, even good statistics can be man-
gled into bad mutations.

There are several sources for mutation. Innumeracy is funda-
mental to the process. When people do not understand a statis-
tic—how it came into being or what it means—they can make
honest errors. They may try simply to repeat a number, but fail,

inadvertently transforming the figure’s meaning. More compli-
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cated statistics invite what we've called confusion or compound
errors; the less obvious a number’s meaning, the easier it is to
mangle that meaning.

Mutant statistics are not necessarily evidence of dishonesty.
Many advocates are perfectly sincere, yet innumerate. Their con-
viction that the problem is serious, that they need to make that
seriousness clear to others, and that some statistic offers a
means to do just that, coupled with their misunderstanding of
how the numbers were arrived at or what they actually mean,
provides the foundation for many of the sorts of errors detailed
in this chapter.

However, there is also deliberate manipulation, conscious
attempts to turn statistical information to particular uses. Data
can be presented in ways that convey different impressions, and
it is not uncommon for advocates to choose selectively which
numbers they report, and to pick the words they use to describe
the figures with care. That is, some numbers are selected because
they promise to persuade, to support the advocates’ positions.
This need not be dishonest; advocates making a case can make it
clear that they've chosen to interpret statistics in particular ways.
But very often the questionable interpretive work remains hid-
den, and we have every reason to be suspicious of both the num-
bers and the advocates’ honesty when mutations are concealed
from the audience.

Whether they are sincere or cynical, advocates prefer dramatic
statistics, numbers that make the problem seem as serious—and
the need as urgent—as possible. The more dramatic a number’s

implications, the more likely it will be repeated. If transformation

94 MUTANT STATISTICS



or confusion or compound error produces a mutant statistic that
is more dramatic than the original figure, there is a good chance
that the mutation will spread. Once in circulation, a mutant sta-
tistic is difficult to retract. People are much more likely to repeat
a number (perhaps accidently transforming it yet again) than
they are to stop and critically examine it. This is particularly true
when the statistic seems dramatic; the drama ensures repetition,

while innumeracy discourages critical thinking.
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APPLES AND ORANGES

Inappropriate Comparisons

The newspaper story reported that, during the first six months of
2000, 56 people had died in traffic accidents in Delaware (the
state where I live). Obviously, these deaths were tragedies for the
families and friends of the people who died. But is 56 a lot of
traffic deaths, a number that should be a focus of public con-
cern? The story featured a chart contrasting the 56 deaths during
the first half of 2000 with 1999’s total of 104 traffic deaths. This
implied that, if traffic deaths continued at the same pace during
the second half of 2000, then the total—112 deaths—would rep-
resent an increase over the previous year. This might suggest that
56 was a lot of deaths—evidence of a growing problem. But the
chart also showed that there had been 148 deaths in 1997 and 116
in 1998, suggesting that even 112 deaths might not be all that high
atotal.!

This example reveals that it is often hard to know how to inter-

pret lone statistics, single numbers presented in isolation. Are 56
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traffic deaths a cause for concern because they reveal a growing
problem, or should the number be celebrated as evidence of
improving traffic safety? By itself, the total of 56 deaths is hard to
interpret. To make sense of this number, we must compare it to
other figures—to the death totals in Delaware in other years or
perhaps to traffic fatalities in other states (although we'd need to
find some way of taking Delaware’s small size into account—with
fewer drivers and fewer miles of road, we would expect it to have
many fewer deaths than, say, California or New York).

Such comparisons among numbers are essential to under-
standing most statistics. Comparison lets us put figures in some
sort of context. The most obvious comparisons involve statistics
from two different times (such as traffic deaths in two years) to
measure whether things have somehow changed. (Of course,
claims about social problems usually suggest that things have
gotten worse, not better.) Other comparisons involve different
places (comparing traffic death rates in different states or
different countries), different groups (comparing traffic death
rates among different age or ethnic groups), or even different
social problems (how does the number of traffic fatalities com-
pare to the numbers of deaths from other causes?). Such com-
parisons are necessary, but they also offer special opportunities
for creating bad statistics. Some comparisons are better than oth-
ers. The familiar warning against “comparing apples and oranges”
reminds us of the dangers of inappropriate comparisons.

Good comparisons involve comparable items; they pair
apples with apples, and oranges with oranges. Comparable sta-

tistics count the same things in the same ways. Comparisons
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among statistics that are not comparable confuse and distort.
Before accepting any statistical comparison, it is important to
ask whether the numbers are comparable. Unfortunately,
finding comparable numbers can be tricky. Many comparisons
that seem appropriate at first glance turn out to have serious
flaws: numbers that might seem comparable in fact should not
be compared. What at first glance seems to be all apples turns

out to be mixed fruit.

COMPARISONS OVER TIME

We often hear warnings that some social problem is “epidemic.”
This expression suggests that the problem’s growth is rapid,
widespread, and out of control. If things are getting worse, and
particularly if they’re getting worse fast, we need to act.
Evidence that a social problem is getting worse depends on
measuring the change in some social condition over at least two
points in time: at Time A, the problem was this bad; at (later)

Time B, it was that much worse.* Usually, there is an implication

*Note that we begin by assuming that someone has actually mea-
sured the social condition at two points in time. This need not be true.
Since the early 1980s, a wide range of politicians and commentators
have contrasted lists of the public schools’ top problems in the 1940s (1.
talking; 2. chewing gum; 3. making noise; etc.) with the top contem-
porary problems (1. drug abuse; 2. alcohol abuse; 3. pregnancy; etc.).
While the format—two contrasting ranked lists—implies that some-
one conducted research (perhaps surveys of teachers?) in different
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that things will continue to deteriorate, that the change for the
worse is a trend.

If we want to measure change, we have to make comparisons
over time, and statistics can help us make these comparisons.
However, when we compare measures of some social problem at
two different times, we need to remember that differences be-
tween two measurements need not reflect actual changes in the
social problem; the way we measure the social problem may also
change, and changes in measurement can drastically affect the

resulting statistical comparison.

Changing Measures

Consider child abuse. Child advocates sometimes cite statistics
showing that child abuse cases soared in the decades following
the 1960s. For example, there were about 150,000 abused chil-
dren reported in 1963, but nearly three million in 1995.2 Such sta-
tistics seem to prove that child abuse became much more com-
mon during those years, but this simple interpretation ignores
important changes in the way Americans defined and dealt with

child abuse. In the early 1960s, experts, officials, and the mass

years, this was not the case. As T. Cullen Davis, the Christian funda-
mentalist who originated the lists, explained: “They weren’t done
from a scientific survey. How did I know what the offenses in the
schools were in 1940? I was there. How do I know what they are now?
I read the newspapers” (Barry O’'Neill, “The History of a Hoax,” New
York Times Magazine, March 6, 1994, p.48). Guessing, then, can be the
basis for comparisons, just as for other statistics.
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media began drawing attention to the “battered child syn-
drome,” and the term “child abuse” came into widespread use.
Advocates initially focused on physicians’ failures to report sus-
picious injuries to the authorities; legislators held hearings on
the problem and passed a series of increasingly tough laws
requiring that doctors—and later nurses, teachers, day-care
workers, and other people who dealt with children—report all
cases of suspected abuse. Training programs spread information
about potential signs of abuse, so that these people would rec-
ognize cases that ought to be reported. In addition, the definition
of abuse grew broader. Experts warned that abuse involved
much more than beatings; it also included neglect, sexual abuse,
emotional abuse, and so on. In other words, more people were
required to report more kinds of abuse. Predictably, reported
abuse rose dramatically.

Before 1960, then, the vast majority of what we now consider
child abuse went unreported. But two changes reduced that very
large dark figure: the definition of child abuse expanded to
include a broader range of harms suffered by children; and the
organizational practices that produced child-abuse reports
changed once laws required professionals to report cases. Both
changes should have increased the proportion of cases reported

and reduced the dark figure.* Previously, for example, children

*Remember that, even as the dark figure grows smaller, reporting
will never be perfect, and some cases of abuse will continue to go
unreported. These false negatives (children whose suffering goes
unrecognized) can justify advocates’ calls for still broader definitions
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brought to a hospital emergency room with suspicious injuries
might have been treated and sent home; however, the new laws
required reporting suspicious cases—and with broader defini-
tions of abuse, more and more cases qualified as suspicious. So
how should we interpret statistics showing a dramatic increase
in child-abuse cases? Do they reveal a real increase in abuse? Or
do they simply reflect new social arrangements that generate
more reports of abuse? When there are significantly different
methods for counting cases at two different times, comparisons
become difficult to interpret.

The same pattern occurs after nearly every successful cam-
paign to draw attention to a new social problem. Whenever a
previously ignored social condition becomes defined as a serious
social problem, and people begin to worry about it and try to
solve the problem, they also begin keeping better records and, as
a result, statistics for that problem show a sharp rise. In most
cases, this need not mean that the problem is getting worse;
rather, the statistical change reflects the fact that people now
consider the problem worth reporting and important enough to
deserve more accurate records. The statistics do not measure
changes in the incidence of the problem so much as changes in

social attitudes toward that problem and the organizational

of abuse and even tougher requirements for reporting cases. If those
claims lead to new policies, the number of reported cases will of
course rise further, and this evidence of increasing, epidemic child
abuse can inspire additional calls for action. In theory, this cycle can
continue indefinitely.
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practices of the agencies that keep track of it. (However, activists
often point to such statistics as evidence that the problem is get-
ting worse, and argue that even more needs to be done to
address the problem.)

In some cases, changes in measurements are deliberate. Since
1972, the Department of Justice has conducted National Crime
Victimization Surveys (NCVS) to learn what proportion of the
population has been victimized by crime. After critics argued
that the NCVS’s questions did not do enough to encourage
respondents to report victimization, the survey was redesigned
to reduce false negatives. New questions encouraged people to
recall more victimization episodes and to understand the full
range of incidents that ought to be reported (in particular, the
redesigned survey was intended to elicit more complete report-
ing of sexual assaults and other crimes committed by intimates
and family members).? Officials anticipated that the redesigned
survey would lead to increased reports of victimization, and they
were correct. (In particular, the new survey elicited far more
reports of rape and sexual assaults.) The redesigned NCVS
reduced crime’s dark figure by eliciting more complete reporting
by victims. However, the levels of victimization reported in the
old and new surveys were not comparable, because the way vic-
timization was measured had changed. Researchers at the
Department of Justice understood this, and their reports were
careful to recalculate the responses to the earlier surveys in an
effort to make the data comparable. However, someone who did
not understand how the NCVS had changed and who simply

compared victimization rates from the old and new surveys
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could easily misinterpret the results and conclude that the sud-
den increase in reported victimization reflected an increase in
the level of crime, rather than merely a change in how victimiza-

tion was measured.

Unchanging Measures

Changing measures are a particularly common problem with
comparisons over time, but unchanging measures also can cause
problems of their own. This occurs when changes in the larger
society make an established measure less accurate or less mean-
ingful.* For example, in the late 1940s, the federal Bureau of Labor
Statistics (BLS) began publishing quarterly reports measuring
economic productivity (basically this statistic involved dividing
the value of the goods produced in the economy by the total
hours people worked—when the value of goods produced per
hour of work rises, productivity increases).* These figures quickly
became of more than academic interest; management and labor
unions in major industries agreed to labor contracts that tied ris-
ing wages to increased productivity as measured by the BLS.
Powerful interests now had a stake in how productivity was mea-
sured, and the BLS formula became institutionalized. That is,
management would resist any change in the formula that would
show increased productivity (and therefore justify higher wages

for workers), while unions would resist any change that would

*The most familiar example is the way inflation alters the value of
money over time. Thus, economists are careful to take this into
account by calculating sums for different years in “constant dollars.”
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reveal lower productivity (and suppress wage increases). How-
ever, as the economy evolved, critics argued that the formula was
becoming outdated. For example, the formula had particular
difficulty measuring productivity in service industries, yet ser-
vices were a growing proportion of the economy. In the 1970s,
productivity fell markedly, but critics argued that much of that
decline reflected the failure of the BLS formula to measure eco-
nomic activity accurately in a transformed economy.

This example reminds us of a basic lesson from chapter 2:
measurement involves making choices. All measures have limi-
tations, and there may be good reasons to alter measures to
make them more accurate. But improving measurement will
probably affect the resulting statistics. We need to be especially
careful when we try to compare statistics produced by old mea-
sures with those resulting from new, improved measures,
because changing statistics then may reflect shifting measure-
ment choices, rather than changes in the nature of the social
problem. Yet we also need to be wary of unchanging measures
that may become less accurate as the social conditions they are

supposed to measure shift.

Projections

Another form of comparison across time contrasts the present
with the future. Obviously, we cannot know precisely what the
future holds, but we can make projections. In some cases, we can
have great confidence in our projections. If all—or virtually all —
births and deaths are recorded each year, the number of births in

this year’s cohort offers a good basis for projecting the number of
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five-year-olds who will start kindergarten five years from now.
We will have to predict how many children in the cohort will die,
and how many will be added through immigration and sub-
tracted through emigration, and the accuracy of our prediction
will depend on how well we can estimate those changes in the
cohort’s population. But a society that keeps good track of births
probably also has good death records, and childhood death rates
probably won't vary too much from year to year, so our predic-
tion should be reasonably accurate.

The value of predictive social statistics, then, depends on how
they are calculated. There are two reasons it is relatively easy to
predict the number of kindergarten students in five years. First,
the prediction is based on an initial estimate (birth records) that
we consider relatively complete and accurate because physi-
cians, midwives, and hospitals are required to file birth certifi-
cates. Second, because we have been keeping population
records for a long time, and because these records rarely show
abrupt year-to-year fluctuations, we can assume that we have a
pretty good understanding of the factors that might affect our
cohort’s size over the next few years. (We can make analogous
predictions for the number of 20-year-olds in twenty years, the
number of 70-year-olds in seventy years, and so on, although we
inevitably have less confidence in the accuracy of these predic-
tions the further they forecast into the future.)

However, not all projections are grounded in solid data and
informed by a good understanding of the factors likely to shape
the future. Consider, for example, the early, alarmist predictions

about the future of “crack babies.” Crack came to widespread
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public attention suddenly, in 1986. Warnings that this was an
especially dangerous drug spread from a broad array of officials,
experts, activists, and media sources; many of these warnings
focused on the plight of babies born to mothers who used crack.5
Supposedly addicted at birth, these infants were reported to dis-
play various medical and behavioral problems; for example, they
tended to be underweight and irritable. Some physicians warned
that crack babies had suffered irreparable biological harm, that
they would continue to suffer a variety of medical, psychological,
and behavioral problems, that many would be permanently
retarded, that they would require special education services
when they reached school age, and that they would be a perpet-
ual drain on society’s social services. Advocates warned that
there might be 375,000 crack babies born each year, and that
they might cost society—here estimates varied a good deal—
$500 million or $3 billion or $20 billion annually. Crack, then,
was denounced not only for the usual reasons illegal drugs come
under attack, but also because crack babies promised to become
an enduring legacy of social harm.

However, as time passed and the crack babies grew older, it
became obvious that this costly legacy had been exaggerated.
The advocates’ claims involved two errors. First, they badly over-
estimated the number of crack babies; later studies placed the
annual number of births at 30,000 to 50,000—roughly one-tenth
the earlier estimate. Second, crack babies did not exhibit the
kinds of unique, permanent damage that had been predicted.
This is not to say that they did not have problems. Because moth-

ers addicted to crack tended to be impoverished, they often had
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poor nutrition and inadequate medical care during their preg-
nancies, and their babies faced considerable disadvantages. But
children born addicted to crack did not have more severe prob-
lems than other, nonaddicted children born in similar circum-
stances. Of course, poverty has serious effects on children’s lives
and prospects, but crack did not add huge special burdens. The
early projections had been based on inaccurate assumptions,
and they proved to be poor predictions.

Early predictions about the spread of AIDS had similar flaws.
First identified in the early 1980s, AIDS posed a frightening,
uncertain threat. Statistics on infections showed rapidly increas-
ing numbers of cases—increases that reflected not only the dis-
ease’s spread, but growing awareness of the disease, so that med-
ical professionals were more likely to suspect and diagnose AIDS
(and the definition for classifying cases also became broader).
There was great concern about the future spread of the disease,
particularly once the media publicized claims that AIDS might
spread throughout the general population.® So long as transmis-
sion seemed confined to gay males, intravenous drug users, and
hemophiliacs, the great majority of the population might con-
sider themselves effectively immune from infection. However, by
the mid-1980s, warnings that AIDS might be spread through het-
erosexual intercourse—or even insect bites—encouraged all
people to consider themselves at risk. The news media found
that the threat of heterosexually transmitted AIDS made a more
compelling news story, and AIDS activists recognized that broad
public concern could help them garner more support for

research and treatment aimed at eliminating the threat of AIDS.
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These concerns set the stage for predictions that emphasized
the prospective spread of AIDS. For example, a 1987 article in a
major newsmagazine predicted there might be ten million
Americans infected with HIV by 1991 (the actual number of infec-
tions reported by 1991, according to the Centers for Disease
Control, proved to be about 200,000). Such predictions were
based on several erroneous assumptions, especially exaggerated
estimates for the proportion of homosexuals in the population
(another misuse of the Kinsey Report’s 10 percent figure—see
chapter 3) and for the ease with which AIDS could be transmitted
through heterosexual intercourse. Coupling big numbers with
claims that no sexually active person could be immune, advo-
cates may have maximized public concern, but their predictions
bore no resemblance to what would occur.

The examples of crack babies and AIDS illustrate a tendency
to make exaggerated, worst-case projections regarding the
spread of new social problems. This is, of course, another exam-
ple of the power of big numbers. Frightening predictions make
powerful media stories, and a lack of solid information about the
spread of a new social problem, fear that the dark figure may be
large, and advocates’ sense of urgency make it especially easy to
promote disturbing predictions.

We cannot talk about change without making comparisons
over time. We cannot avoid such comparisons, nor should we
want to. However, there are several basic problems that can
affect statistics about change. It is important to consider the
problems posed by changing—and sometimes unchanging—

measures, and it is also important to recognize the limits of pre-
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dictions. Claims about change deserve critical inspection; we
need to ask ourselves whether apples are being compared to

apples—or to very different objects.

COMPARISONS AMONG PLACES

Another standard sort of comparison is geographic; it compares
statistics from different places. These might be numbers from
places of the same sort—two or more cities, or states, regions, or
countries—or they might involve comparisons of different kinds
of places, such as rural and urban areas.

Geographic comparison is basic to much social science. Often
it is made easy because bureaucracies have responsibility for
keeping records within particular geographic jurisdictions, and it
is relatively simple to compare those records. Thus, the FBI
invites alllaw enforcement agencies to submit reports on crimes
that have come to their attention; most agencies cooperate, and
the FBI compiles its reports into its Uniform Crime Reports, cal-
culating crime rates for the various states, counties, and cities.

Such comparisons depend on the different agencies produc-
ing comparable statistics. The FBI tries to guarantee this by pro-
viding detailed rules for reporting agencies; these rules seek to
ensure that all agencies use the same definitions of crimes, as
well as similar methods of measurement. Similar definitions and
methods should produce numbers that are reasonably compa-
rable—apples and apples.

But when agencies define phenomena in very different ways,
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or use different methods of collecting statistical information, the
resulting numbers cannot be meaningfully compared (recall
chapter 3’s discussion of the unreliability of early hate-crime sta-
tistics). Another example involves the records some urban police
forces keep of “gang-related” homicides. But what makes a
homicide gang-related? Police departments have devised very
different answers to that question.” A department may choose to
adopt a narrow definition; for example, labeling a homicide as
gang-related only if the killer and the victim were known mem-
bers of rival gangs and if gang rivalry is known to have been the
motivation for the killing. In contrast, another police department
may favor a broad definition, counting a homicide as “gang-
related” if either the killer or the victim was either a gang member
or associated with gang members, regardless of the motivation
for the crime. The choice of definition makes a big difference.
One study found that applying a broad definition identified
twice as many gang-related homicides as a narrower definition.
Depending upon circumstances, police departments might pre-
fer to adopt either a broad definition (perhaps using the higher
number of gang-related homicides to justify budget increases for
an expanded antigang unit), or a narrow definition (presenting a
lower number of gang-related homicides as evidence that the
department is doing an effective job keeping gangs under con-
trol). The point is not that one definition is correct and the other
is wrong, but rather that it is pointless to compare statistics col-
lected using different definitions—the two definitions count
different things, regardless of whether they both claim to be

counting “gang-related” homicides.

110 APPLES AND ORANGES



Geographic comparisons become particularly troublesome
when they involve different countries. Differences in language,
culture, and social structure make international comparisons
tricky, even when they seem straightforward. For example, critics
sometimes argue that the United States has far more lawyers
than other countries (usually implying that our oversupply of
lawyers fosters excessive, senseless litigation).? This might seem
like a straightforward comparison—surely everyone knows what
alawyer is, and it ought to be reasonably easy to count them. But
those assumptions ignore international differences in the way
the law is organized and administered. For example, Japan sup-
posedly has far fewer lawyers (just over one per 10,000 popula-
tion), while the United States has more than 28 lawyers for every
10,000 people. But what is meant by a lawyer? In the United
States, lawyers are people who complete a law degree and pass
the bar exam (and most people who take the exam pass it). In
contrast, many Japanese receive law degrees, but less than 2 per-
cent of them pass the exam that licenses them as bengoshi (indi-
viduals who can sell legal services). The vast majority of Japanese
who receive law degrees provide in-house legal advice for gov-
ernment agencies and corporations, but they are not counted as
lawyers, whereas attorneys in the United States who provide sim-
ilar services are. The claim that the United States has far more
lawyers than Japan depends on comparing the total of all U.S.
lawyers with the number of Japanese bengoshi. A different
definition—one that counts all non-bengoshi law graduates as
Japanese lawyers—reveals that the United States and Japan have

roughly similar proportions of lawyers (in 1987, these numbers
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were 28 and 32 per 10,000 people in the population, respectively).
The question, then, becomes what is the most appropriate
definition of a lawyer?

Similar problems bedevil international comparisons of edu-
cational achievement.® The media regularly report that U.S. stu-
dents score less well on academic tests than their counterparts in
other countries; in some cases, Americans are near—or even
at—the bottom of the rankings. Such comparisons need to be
interpreted with care, because the differences in scores may say
more about differences in countries’ educational systems than
they do about students’ abilities. For example, in the United
States, virtually all young people attend high school (and around
seven out of eight graduate). In contrast, in most other countries
only the better students attend institutions equivalent to U.S.
high schools (that is, schools that prepare students for admis-
sion to institutions of higher education); other students take
different educational paths, such as into vocational education.
International comparisons of high school students, then, some-
times contrast virtually all Americans (both the high-scoring bet-
ter students and the low-scoring poorer students, producing an
average score somewhere in the middle) with only the better stu-
dents in other countries (who have relatively high average
scores). The students in the different countries may take the
same test, but if the samples of students being tested are very

different, apples will again be compared to oranges.* Obviously,

*There are other problems with international comparisons of test
scores. For example, American mathematics instruction tends to
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the point is not that U.S. students are more or less able than stu-
dents elsewhere—there is considerable debate over this issue—
but that making such claims requires thinking carefully about
the nature of the comparisons being made.

The basic problem with geographic comparisons, then, is that
there is a good chance that statistics gathered from different
places are based on different definitions and different measure-
ments, so that they are not really comparable. Again, it is often
desirable to make geographic comparisons, but we need to be

cautious when interpreting those statistics.

COMPARISONS AMONG GROUPS

We can also compare different groups of people, such as people
of different social classes, ethnic backgrounds, or religious affil-
iations. Arguing that groups somehow differ is another basic
form of statistical analysis in the social sciences but, like com-
parisons across time and space, such arguments have common
pitfalls.

Perhaps the most obvious problem involves comparing

place relatively more emphasis on problem-solving and less on com-
putation, compared to mathematics instruction in some other coun-
tries. In tests that emphasize problem-solving, American students
tend to do comparatively well; in tests that emphasize computation,
they do relatively poorly. This is yet another case where the choice of
measurement makes a difference.
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groups of different sizes. Suppose, for example, that we hear that
some new cult is the fastest growing religion in the country.
Upon examining the numbers, we might find that last year the
cult had 20 members, and this year it added 200 more—a 1,000
percent increase. Certainly this represents dramatic growth, and
it is a rate of growth that larger, more established religious
denominations certainly cannot match. There are, for example,
roughly 6o million Roman Catholics in the United States. To grow
1,000 percent in one year, they would have to add 600 million
members. (This new total— 660 million Catholics—would out-
number the population of the entire country [some 270 million
in 1998], an obvious impossibility.) On the other hand, it would
not be a tremendous feat for Catholics to add another 200 mem-
bers, even though the same increase in the number of members
represents astonishing growth for our 20-person cult. As this
example suggests, statistical comparisons of groups of very
different sizes can be quite misleading.

Some statistical claims take advantage of differences in group
size to emphasize particular aspects of social problems. Take, for
example, discussions of race in the United States. The U.S.
Bureau of the Census estimated that the U.S. population in 1996
was 82.9 percent white, 12.6 percent black, and 4.5 percent other
(including Asians and Native Americans). This apparently simple
classification is itself controversial for several reasons: it obvi-
ously oversimplifies by classifying each individual into a single
racial category, even though a substantial proportion of the pop-
ulation has a mixed heritage; it ignores Hispanics or Latinos (the

census bureau treats Hispanic as an ethnic, rather than a racial
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category, and classifies some Hispanics as white, some as black,
and some as Native American); labels for racial categories shift
over time (e.g., from Negro to black to African American); and so
on.!° The discussion that follows will ignore all these debates and
simply focus on one point: whites outnumber blacks by more
than six to one.

The fact that there are many more whites than blacks does
not pose a problem for many statistical comparisons. We can, for
example, compare averages in the two groups to show that, on
average, whites have higher incomes, longer life expectancies,
and so on. Comparing group averages, percentages within
groups, or rates are simple ways of taking the groups’ different
sizes into account.

But we invite confusion when we compare numbers of cases
from groups of very different sizes. Suppose someone makes the
point: “Most poor people are white.” Advocates sometimes use
such statements to challenge stereotypes that portray the poor as
black. But this claim is hardly surprising. If whites outnumber
blacks by six to one, and poverty is distributed evenly across the
population, then whites should outnumber blacks among the
poor by six to one. Imagine 700 families— 600 whites and 100
blacks. If 60 white families and 20 black families are poor, then
poor white families obviously outnumber poor black families. But
this comparison ignores the differences in the groups’ sizes. If we
compare the proportion of poor families in each group, we find
that 10 percent (60 divided by 600) of white families are poor,
compared to 20 percent of black families (20 divided by 100).

While it is true that most poor families in this hypothetical exam-
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ple are white, this is not especially meaningful, because the
difference in the size of the two groups makes it likely that whites
will outnumber blacks in most categories. In such cases, it usually
makes sense to compare percentages or rates within each group
(so that, in our example, we see that the poverty rate among black
families is twice as high as the rate among white families).

By choosing whether to report numbers or rates, advocates
can convey very different impressions. Consider the data in Table
4 showing whites’ and blacks’ victimization and arrests for
crimes of violence in 1997 (the victimization figures come from
the National Crime Victimization Survey that asked people
whether they'd been crime victims; the arrest figures come from
law enforcement agencies’ reports to the FBI). The table has
three columns: the first gives the numbers of victimizations and
arrests for each race (that is, an estimated 7,068,590 whites were
victims of violent crimes, and so on); the second gives percent-
ages (for instance, 82.1 percent of violent-crime victims were
white, while blacks accounted for 15.2 percent of victims—the
percentages in this column total less than 100 percent because
some victimizations and arrests involve people of other races);
and the third gives a rate (for example, for every 1,000 whites
aged ten and above, there were 37.1 whites victimized by violent
crimes). Now imagine two advocates: the first says, “Whites
account for more than 8o percent of the victims of violent crime,
yet blacks are arrested at a rate roughly five times greater than
whites”; while the second advocate says, “Blacks are victimized
at a rate more than 25 percent higher than whites, yet most peo-

ple arrested for crimes of violence are white.” Note that both
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Table 4. Comparing Whites’ and Blacks’ Victimizations
and Arrests for Crimes of Violence, 1997

Number Percent Rate?
VictimizationP
Whites 7,068,590 82.1 37.1
Blacks 1,306,810 15.2 46.8
Arrests®
Whites 284,523 56.8 1.5
Blacks 205,823 41.1 7.4

2 Per 1,000 people aged 10 and above.

b Estimates for personal victimization (crimes of violence)
derived from 1997 National Crime Victimization Survey.

¢ Arrests for violent crime reported in 1997 Uniform Crime
Reports.

souRces: Kathleen Maguire and Ann L. Pastore, eds., Sourcebook
of Criminal Justice Statistics, 1998 (Washington, D.C.: Bureau of
Justice Statistics, 1999), pp- 176, 342; U.S. Bureau of the Census,
Statistical Abstract of the United States: 1998, n8th ed. (Washington,
D.C.,1998), p. 14.

advocates are quite correct, yet they manage to convey very
different (and distorted) impressions: the first implies that the
crime problem is one of black criminals and white victims, the
second that the crime problem involves white criminals and
black victims. In each case, the advocate creates a distorted
impression by contrasting an apple (a statistic that measures a

group’s percentage of the total—a number that is sensitive to the
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relative size of the groups) with an orange (a measure of a rate—
one way of controlling for differences in group size). The lesson,
then, is that we must keep differences in groups’ sizes in mind
when we make comparisons among groups. When groups are of
significantly different size, we need to ask how statistics deal
with that fact.

Comparing racial groups raises another issue. Most social sci-
entists who compare whites and blacks do not assume that race
in and of itself— that is, the biological differences among races—
is especially important. Rather, they treat race as a crude mea-
sure of social class. Class itself is difficult to define and measure;
most sociologists recognize that your class is related to how
much money you have, how you came by that money, how much
education you have, and so on. In general, whites and blacks
differ on these measures: on average, whites have higher
incomes, greater wealth, more education, and so on; and whites
therefore have higher class standing, on average, than blacks. But
bureaucracies routinely collect data on race, not class: schools
classify students as white or black (but usually not as middle-
class, working-class, or lower-class); police classify those they
arrest by race but not class; and so on. As a practical matter, then,
it is much simpler to contrast people of different races than peo-
ple of different classes, but many differences among racial
groups are really class differences, caused by differences in
access to money, rather than differences in skin color.

Sorting out the effects of race and class requires statistics that
measure both variables. For example, the data in Table 4 showed

that blacks have higher arrest rates than whites. If only police col-
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Table 5. Hypothetical Data Showing How Apparent Racial
Differences in Arrests Might Really Reflect Class Differences

100 white youths are arrested 100 black youths are arrested
10 times (arrest rate = 17 times (arrest rate =

10 per 100 youths) 17 per 100 youths)

8o middle-class white youths 50 middle-class black youths
are arrested 4 times are arrested 2 times

(arrest rate = 5 per 100 youths) (arrest rate = 4 per 100 youths)
20 lower-class white youths 50 lower-class black youths
are arrested 6 times are arrested 15 times

(arrest rate = 30 per 100 youths) (arrest rate = 30 per 100 youths)

lected information about the social class of those they arrest, we
might reexamine these data while controlling for class. Table 5
offers hypothetical data for this sort of analysis. It presents an
imaginary comparison between 100 white youths and 100 black
youths; in the example, there are 10 arrests for delinquent acts
committed by the white youths (for a rate of 10 per 100 youths),
and 17 arrests of black youths (a rate of 17 per 100). But suppose we
divide each race into middle- and lower-class subgroups and
then calculate arrest rates for middle-class whites, middle-class
blacks, etc. Table 5 imagines that the 100 white youths include 8o
middle-class youths (arrested 4 times—a rate of 5 per 100 [4
arrests/80 middle-class white youths]) and 20 lower-class youths
(arrested 6 times—a rate of 30 per 100), but that the 100 black
youths are evenly split by class: 50 are middle-class (2 arrests—a
rate of 4 per 100), and 50 are lower-class (15 arrests—a rate of 30

per 100). This example reveals that apparently dramatic racial
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differences in rates of arrests for delinquency might disappear
once we control for class: if a much larger proportion of whites
than blacks is middle-class, and if middle-class people are
arrested at much lower rates than lower-class people, then we
might find that middle-class people of both races have equally
low arrest rates, while the arrest rates for lower-class people of
both races are equally high. (Again—the numbers in Table 5 are
imaginary; they simply illustrate the principle that controlling for
a third variable—in this case, social class—can be important.)
Although it is easy to create hypothetical examples, it is
difficult to perform such analyses in practice. The required infor-
mation usually is not available (for instance, police do not rou-
tinely report the class of those they arrest). Moreover, such com-
parisons, particularly when they control for more than one
variable (suppose we wanted to control for age, gender, and
other variables in addition to class), require advanced statistical
techniques. But the underlying point is important. When we dis-
cover a difference between two groups (e.g., that blacks and
whites have different arrest rates), it is easy to assume that the
obvious difference between the groups (race) causes other
differences (e.g., in arrest rates). It is always possible that some-
thing else, some other variable (such as class) actually causes the
difference. (This is an important issue in philosophy: apparent
relationships between two variables that are actually caused by a
third variable are called spurious.) When we are told that two
groups are different, rather than simply accepting that finding
we ought to at least ask ourselves whether something else, some

other variable, might account for the supposed difference.
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Comparisons among groups can be tricky precisely because
they seem so straightforward. Such claims deserve critical exam-
ination. Are the groups really comparable? Are they different in
some way (such as their relative size) that affects the statistics
used to make the comparison? Is there some other, unmen-
tioned variable (such as class) that may affect the differences
among groups? These are basic questions that deserve con-

sideration whenever we compare groups.

COMPARISONS AMONG SOCIAL PROBLEMS

A fourth kind of comparison contrasts different social problems.
Campaigns to draw attention to new social problems routinely
argue that we have been ignoring something we ought to con-
sider important, that we have been paying too much attention to
other problems. In this sense, social problems claims are com-
petitive. Advocates suspect that, if we worry more about one
issue, we probably will worry less about another, and they work
hard to keep us focused on the problem that concerns them.

In some cases, advocates refuse to compare social problems.
They try to raise our concern by setting an absolute standard for
measuring social harm (“You can’t place a value on a human
life!” “Even one victim is too many!”). But few social arrange-
ments are risk-free. Roughly 40,000 Americans die annually in
automobile accidents —twice the number that die in homicides,
or about 20 times as many as die in airline crashes. Yet we take

the risk of traffic accidents for granted, and we accept this level of
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risk. (When the national speed limit was lowered to 55 miles per
hour in the 1970s, traffic deaths fell. Presumably they would have
fallen further had the limit been set at 45, or 35; however, no one
advocated such lower limits. As a society, we were willing to trade
a certain death toll for the convenience of reasonably speedy
travel. And, in the 1990s, when Congress raised speed limits, it
acknowledged that the higher limits would lead to more deaths.)
Yet, while we accept the (relatively high) risk of traffic fatalities,
we worry about new technology—power lines or computer ter-
minals or food additives—even though those who warn about
technological risks usually offer far lower estimates for the num-
ber of people harmed by the new threat.

A similar logic underpins some people’s reluctance to wear
seat belts: “You could get in a crash,” they say, “and instead of
being thrown free of the car and surviving, you could be pinned
in the wreckage by your seat belt and killed.” No doubt this hap-
pens on occasion: some people wearing seat belts die in circum-
stances where, without a seat belt, they might have lived. On the
other hand, far more people die each year because they were not
wearing seat belts in circumstances where the belt might have
saved them. In short, arguing that something might happen, that
there is some small risk, is not enough. Too often, advocates
present their claims in isolation. That is, they say, “This is a big
problem,” not “This problem is bigger than other problems.”
Claims about some new social problem ought to discuss the rel-
ative risks, in comparison to other problems.

In general, we worry more about more serious threats. We

worry more about murder than we do about automobile theft.
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This is not because murder is more common. It definitely is not;
for every criminal homicide, there are nearly 70 motor vehicles
stolen (in 1995, the FBI reported 21,600 murders and 1,472,700
vehicle thefts).!! But murder is a much more serious crime, and
it becomes the focus for our fears and concerns.

This raises an issue: How can we know which problems pose
the most serious—or at least relatively serious—threats? The
competition among social problems claims means that anyone
promoting a social problem finds it useful to portray that prob-
lem as particularly serious, as meriting special attention and
concern. The media are more likely to publicize problems that
seem serious, officials usually give serious threats higher priority,
and so on.

Statistics often play a role in these efforts to define new social
problems as major threats. Several devices—including some
that we've already examined—serve this purpose, including: big
numbers (estimates that many people are affected suggest thata
problem is serious); rapid increases (comparisons across time
showing a rapidly growing problem make the situation seem
urgent); and geographic and group comparisons (evidence that
a problem is worse here than elsewhere [or worse within this
group than in others] suggest that the problem need not be this
bad—that something could be done).

The problem with comparing social problems is our familiar
apples-and-oranges dilemma. Should we focus on monetary
costs? On lives lost? On the number of people affected? On the
nature of the threat? How should we compare threats? Is a dis-

ease that threatens the lives of infants more serious than one that
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threatens old people? Is a problem that threatens lives always
more important than one that isn't life-threatening but impairs
the quality of life or costs lots of money? (What if just a few lives
are threatened, but vast amounts of money are at stake?) Making
comparisons among social problems can be complicated, and
this complexity encourages bad statistics.

One temptation is to estimate the dollar costs of various social
problems. Advocates sometimes claim that a given social prob-
lem costs so many millions (or billions) per year. Such figures
might seem comparable—if all costs are in dollars, we ought to
be able to see that Problem A costs this much more than Problem
B, and so on. But how is it possible to calculate such costs? The
National Institute of Alcohol Abuse and Alcoholism (NIAAA)
places alcoholism’s annual costs to society in the hundreds of
billions of dollars. The NIAAA produces these figures through a
complicated formula that adds such costs as: the total cost of
alcohol treatment programs; a portion of the costs of treating
various diseases that alcoholism causes; the value of lost earn-
ings due to reduced productivity (this one item accounts for
more than half of the total costs); the costs of crimes caused by
alcoholism; and so on. Each of these costs must be estimated
using a special formula, and each formula must make various
assumptions and estimates (for example, what proportions of
different diseases or crimes are caused by alcoholism, and what
the costs are of treating those diseases or dealing with those
crimes). Producing the NIAAA’s final cost figure, then, requires
making dozens of assumptions, each of which might be debated.

One attempt to analyze the NIAAA's cost figures concluded that
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the agency’s formula was “strongly biased in the direction of
overstating the costs.”!2 This is not surprising; after all, as a gov-
ernment agency dedicated to addressing alcohol problems, the
NIAAA has an interest in convincing Congress, the media, and
the public that alcohol problems are important problems, and
that it, therefore, is an important agency. Claims about the costs
of social problems, then, are difficult to evaluate (breaking down
a formula and critically examining each of its elements is time-
consuming and almost always requires specialized knowledge).
However, we should at least recognize that such numbers are
imprecise, and that they offer many opportunities for advocates’
assumptions and biases to shape the results.

Another flawed method of emphasizing a problem’s impor-
tance is to focus on some narrowly defined population where the
problem is relatively concentrated. Consider this claim from a
scholarly article on teen suicide: “Suicide is the second leading
cause of death among adolescents. . . .”!3 It is difficult to know
how to evaluate this claim, because it does not define its terms:
What is an adolescent? What are the other categories for cause of

death?* But a key feature of this statistic is that it concerns only

* This statistic depends heavily on the classification of causes. In
1991, there were 15,313 deaths of people aged 15-19. Of these, 6,935 (45
percent) died in accidents, 3,365 (22 percent) in homicides, 2,964 (19
percent) from various diseases, and only 1,899 (12 percent) in sui-
cides (Vital Statistics of the United States, 1991. Vol. —Mortality, Part
A [Washington, D. C., 1996], Table 1-27, pp. 132—-71). In order to argue
that suicide is the second-leading cause of death, it is necessary
to subdivide these other categories (so that, for example, rather
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adolescents. Adolescents have a much lower death rate than
adults, primarily because few adolescents die from heart disease,
cancer, strokes, and the other diseases that account for most
deaths. Infants and adults—especially older adults— are far more
likely to suffer fatal diseases than adolescents, and this shapes
overall death rates. In other words, because relatively few adoles-
cents die each year, it doesn't take all that many deaths to account
for a large share of adolescent deaths. (Similarly, in assessing
warnings that AIDS accounts for a large share of deaths among
males in their twenties, it is important to remember that relatively
few males in that age group die from other causes.) Thus, an age
group rarely beset by other causes of death is the perfect popula-
tion for emphasizing the importance of some lethal threat.

The flaws that characterize attempts to rank social problems,
or to calculate their costs, remind us of some basic lessons.
Advocates for particular problems find themselves competing
for society’s attention and concern. Most advocates feel com-
mitted to their problem; they believe it is important, that solving
it ought to be a priority. They look for statistics that support their
position, evidence that can persuade others to do what they
want. But campaigns to arouse concern about one issue threaten
to make us lose sight of other issues—issues that are more famil-

iar, but that also may pose bigger threats. Comparing social

than considering accidents or disease as general categories of death,
different types of accidents and specific diseases are each classified
as distinct causes of death) —or we might lump all other deaths into
a single category.
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problems to one another, then, is useful—so long as we remem-

ber to compare apples to apples.

THE LOGIC OF COMPARISON

For a variety of reasons, contemporary society tends to focus on
social problems one at a time. Most activists campaign to draw
attention to a particular issue. The media prefer to cover stories
one by one. Researchers find it easier to study specific topics. As
a result, we tend to think about individual social problems,
instead of looking at their larger social context. The most com-
mon social problems statistics reflect this tendency. A lone
figure (“It’s a big number!”) serves to demonstrate a problem'’s
size. There is no overt comparison; it is all implicit, if there’s a
big number, there must be a big problem.

Statistical comparisons promise a bit more—at least two
numbers that might reveal a pattern: things are getting worse; or
things are worse in one place than another; or this group has it
worse than that one; or even this problem is more important
than some others. But comparison depends on comparability.
Unless each number reflects the same definitions and the same
methods of measurement—unless each number is an apple, and
not something else—comparisons can be deceptive. Unless the
numbers are comparable, the pattern apparently revealed
through comparison may say more about the nature of the num-

bers than it does about the nature of the social problem.
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STAT WARS

Conflicts over Social Statistics

In the early 1980s, missing children became a prominent social
problem; their faces appeared on milk cartons, and their stories
were featured on television specials. Advocates coupled fright-
ening examples of murdered or vanished children with disturb-
ing statistics: strangers, they claimed, kidnapped 50,000 children
each year. In 1985, reporters at the Denver Post won a Pulitzer
Prize for pointing out that the movement’s statistics were exag-
gerated: they identified a “numbers gap” between the 50,000
estimate and the roughly 70 child kidnappings investigated
annually by the FBI. In response, one activist testified before
Congress: “I don’t think anything has surprised me more than
this preoccupation with numbers, and the . .. ‘only 67 or 68 or
only 69.’ . . . What is it with the ‘only,’ sir?” A movement that had
promoted big numbers now argued that smaller, more accurate
numbers were irrelevant. !

All too often, bad statistics endure because no one questions
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them and points out their flaws. Any number—even the most
implausible figure (for example, 50,000 stranger abductions)—
can survive if it goes unchallenged. We have identified the key
issues in evaluating statistics: How did they arrive at that num-
ber? Is the number being used properly? Are the appropriate
comparisons being made? While these issues aren’t all that
difficult to understand, many of us seem intimidated when faced
with almost any statistic. Rather than ask the obvious questions,
we tend to remain silent. As a result, bad statistics can take on a
life of their own; they survive and even thrive.

But not always. Some statistics—such as the number of chil-
dren abducted by strangers—lead to public controversies, open
debates over numbers and their interpretation. We are told that
guns kept in the home are rarely—no, frequently—used in self-
defense, that they often—no, only rarely—kill family members.
Environmentalist scientists estimate that water contaminated by
nuclear power plants will cause many cancer deaths; scientists
employed by the power industry insist that such deaths will be
very rare. Such stat wars also intimidate us. If it is hard to evalu-
ate one number, how can we be expected to assess the relative
merits of different, competing statistics?

Stat wars indicate that someone cares enough to dispute a
statistic. Usually these debates reflect the opponents’ competing
interests. In chapter 1, we noted that statistics can become
weapons in political and social debates. People who make claims
about social problems have goals: they hope to convince others
that they have identified a particular problem, that the problem

is serious and deserves attention, that they understand the prob-
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lem’s causes, and that they know how to solve it. Those whose
claims succeed in convincing others stand to benefit. These
benefits may include influencing social policy— perhaps by get-
ting a new law passed, or a new program funded—but they go
beyond that. People who make successful claims are likely to
gain influence, power, status, even money; they become more
important. Therefore, advocates usually have a vested interest in
the success of their claims—whatever sincere commitment they
have to their cause, they also stand to gain personally if their
claims convince others.

In addition to advancing their personal beliefs and interests,
people present claims that promote the interests of their groups.
For decades, the tobacco industry insisted that there was no con-
vincing evidence that cigarette smoking caused disease.
Obviously, those claims reflected the industry’s bedrock eco-
nomic interests: if tobacco were harmless, the tobacco industry
should be able to continue selling it and profiting from its sale; if
tobacco were harmless, the industry was justified in resisting
every effort to restrict its business and therefore its profits; if
tobacco were harmless, the industry should not be held liable
for any harms suffered by smokers. While this example is partic-
ularly blatant, claims often reflect underlying interests of the
individuals and groups who make them.

Often advocates find themselves struggling against others
with competing interests: Republicans and Democrats oppose
one another in political races; liberals and conservatives clash
over the direction of public policy; corporations compete with

one another to control markets; and on and on. Even activists
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debate the tactics and priorities of their social movements.
Outsiders struggle to become insiders, while insiders try to keep
them out; the have-nots want to get theirs, while the haves want
more. These competing interests foster competing claims, and
competing claims often lead to competing statistics.

We should expect people to promote statistics that support
their interests. This need not be dishonest or cynical. Most peo-
ple believe that their interests are legitimate, that their cause is
just. They seize upon whatever evidence supports their position,
and they point to it with pride and conviction. Often, this evi-
dence is statistical. Remember that contemporary society tends
to treat numbers with respect; statistics seem to offer hard, fac-
tual, indisputable evidence. When people find numbers that
seem to support what they believe—and their interests—they
tend to accept them. Recall chapter 2’s discussion of the ease
with which activists produce, believe in, and justify big estimates
for the size of social problems. It is especially difficult for most of
us to think critically about statistics that seem to confirm what
we already believe to be true. We may question the definitions,
the measurements, or the samples that lie behind statistics
offered by our opponents, but we are less likely to ask the same
sorts of questions about figures that seem to support our own
positions. Our numbers are undoubtedly good numbers, while
our opponents’ figures are questionable at best.

Precisely because our society treats statistics as a powerful
form of evidence, competing interests often lead to conflicts over
statistics—to stat wars. If one group offers statistics (“These are

1”

facts!”) to support its position, its competitors are likely to feel
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pressured to find other numbers that support their interests. At
times, debates over whose numbers are more accurate attract
media attention. This is risky. If the media treat one side’s num-
bers as correct, then that side’s cause—and its interests—will
seem to be right. Because the stakes can be great, stat wars can
be very serious, as advocates denounce their opponents’ figures
while seeking to promote their own numbers.

This chapter examines some cases of recent debates over sta-
tistics. While these debates appear to be about which numbers
are better, the debaters often see themselves as defending not
just a statistic, but important underlying interests or principles.
Stat wars can focus narrowly on the accuracy of particular num-
bers or on the best methods for collecting statistical data, but
often they are only a small part of a long-standing dispute over
some broader social issue. The cases discussed in this chapter
illustrate some different types of stat wars. Reviewing these cases
can help us understand both the nature of these conflicts and the
ways we should respond when confronted with these dueling

figures.

DEBATING A PARTICULAR NUMBER:
DID ONE MILLION MEN MARCH?

In the summer of 1995, the Nation of Islam’s leader, Louis
Farrakan, called for African American men to join in a “Million
Man March” on October 17, on the Capitol Mall in Washington,
D.C. The Mall has long been a site for mobilizing huge political
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protests; Martin Luther King Jr. gave his “I Have a Dream” speech
there in the 1963 March on Washington, and other large crowds
have gathered in protest demonstrations over the war in
Vietnam, abortion, women’s rights, and gay and lesbian rights.
Many of these gatherings inspired disputes, not only about polit-
ical issues, but also about the numbers of protesters. Predictably,
demonstration organizers offered big estimates for the number
of people gathered; after all, a big crowd suggests both that the
cause has widespread support and that the demonstration was
well organized and successful. In contrast, the U.S. Park Police,
who police the Mall and had been charged by Congress with
making official estimates of the crowds gathered there, usually
gave markedly lower estimates.? For example, organizers of an
April 25, 1993, gay rights march on Washington estimated that
more than a million demonstrators participated, but the Park
Police estimated that only 300,000 attended.

It is easy to see how demonstration organizers and the Park
Police could disagree. Not only do demonstration organizers
have an interest in claiming that many people attended but, con-
fronted by a huge mass of people, few organizers have any
method of calculating a crowd’s size. In contrast, over the years,
the Park Police devised relatively sophisticated methods for esti-
mating demonstration sizes. They used aerial photographs to
reveal the portion of the Mall covered by the crowd and, since the
Mall’s dimensions are known, they could then calculate the area
covered by people. The Park Police then multiplied the area cov-
ered by a multiplier—the estimated average number of people

per square yard; the result was an estimate of the crowd’s size.
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The Million Man March highlighted the political nature of
crowd estimates. The very name of the demonstration set a stan-
dard for its success; as the date of the march approached, its
organizers insisted that the crowd would reach one million,
while critics predicted that it would not. (According to the Park
Police, there had been only two occasions when million-person
crowds gathered on the Mall: the celebrations marking Lyndon
Johnson'’s 1965 inauguration and the 1976 Bicentennial.) On the
day of the demonstration, the organizers insisted that they had
reached their goal; when Farrakan spoke, he claimed there were
between a million and a half and two million people present. In
contrast, the Park Police estimated the crowd’s size at 400,000 (a
record for civil rights demonstrations).

While the discrepancy between organizers’ and the Park
Police estimates fit the familiar pattern, Farrakan responded
with outrage, charging that “racism, white supremacy, and the
hatred of Louis Farrakan disallows them to give us credit,” and
threatening to sue the Park Police.3 A team of Boston University
specialists in the analysis of aerial photographs (of natural fea-
tures, not crowds) examined the Park Police photographs and
produced their own estimate— 870,000 with a 25 percent margin
of error (that is, they acknowledged that the crowd might have
reached one million). The Park Police countered with more infor-
mation, including additional photographs and public trans-
portation records that showed only modestly higher traffic into
central Washington on the day of the march. This led the BU

researchers to revise their estimate slightly, down to 837,000.*
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Very simply, the different multipliers used to calculate the
crowd’s size caused the difference between the two estimates.
The BU researchers assumed that the crowd was densely packed,
containing six people per square meter—this is equivalent to 1.8
square feet per person, about the level of crowding in a packed
elevator. It seems unlikely that a huge crowd of men would stand
that close together for the hours that the rally lasted. In contrast,
the Park Police assumed the crowd had about half that density,
averaging 3.6 square feet per person. This is still quite densely
packed for a listening audience; most crowds listening to speak-
ers spread out and average 5.7—8.5 square feet per person.’

Clearly, the Million Man March attracted a very large crowd.
Does it matter whether the crowd actually numbered one mil-
lion, or whether it fell short of that number? In this case, the
crowd’s size came to represent a number of symbolic issues,
including Louis Farrakan’s popularity and influence among
African Americans, and the degree to which the Park Police esti-
mates reflected racism or other bias. Farrakan obviously felt
committed to defending the figure of one million, and his critics
delighted in insisting that the demonstration had fallen short of
its goal and that Farrakan had been caught exaggerating. The BU
researchers’ estimate called the Park Police estimation proce-
dures into question, although the Park Police’s assumptions
about crowd density seem more plausible. Still, providing crowd
estimates that almost always undercut and angered demonstra-
tion organizers was a thankless task, and some of the press cov-

erage of the BU team’s estimate implied that the Park Police
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might have been biased. Under new instructions from Congress,
the Park Police announced that they would no longer provide
estimates of Mall demonstration sizes.®

This debate focused on an apparently simple statistical ques-
tion: how many people participated in the Million Man March?
There were three different answers to this question. Louis
Farrakan and the march’s other organizers insisted that the
crowd numbered well over one million. Presumably, they derived
their estimate in the same way many activists calculate the sizes
of their demonstrations (and of social problems) —they guessed.
The demonstration drew a huge crowd, and like other organizers
of large demonstrations on the Mall, they guessed that there
must have been a million people present. The second estimate,
of course, came from the Park Police; they used already estab-
lished methods—photographing the crowd, calculating the area
it covered, and then using multiplier (one person for every 3.6
square feet) to estimate the crowd'’s size. The third answer, by the
team from Boston University, used the same method, but
applied a different multiplier (one person for every 1.8 square
feet). (Obviously, it would be possible to produce any number of
estimates for the crowd'’s size, simply by using different estimates
for the crowd’s density—that is, by changing the multiplier.) The
issue was really very simple: How close together were the people
in the crowd standing? Remarkably, although the press was inter-
ested in the debate over crowd size, reporters generally covered
the story by simply reporting the competing numbers; most
reporters made no effort to understand how the numbers were

derived, let alone to evaluate which assumptions were more
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likely to produce the most accurate estimate. Instead, the press
attention focused on the motivations of those making the esti-
mates: were the Park Police biased?

The Million Man March offers a couple of important lessons.
First, it is often possible to understand the basis—that is, the
broad outline, if not the technical details—of statistical debates.
Second, the media often do not do much to advance such under-
standing. Press reports often fail to explain, let alone evaluate,
how different groups arrive at different numbers. Instead, media
coverage is often limited to reporting that one group gives the
Number X, while the other group counters with the Number Y.
This gives readers and viewers little help in interpreting these
different estimates.

The stakes in the debate over the Million Man March were
largely symbolic. Because Farrakan had promised to bring a mil-
lion men together (and because he insisted that he had done so),
some commentators turned the headcount for the march into a
measure of his influence or credibility. Yet, regardless of whether a
million men actually showed up, it was an impressive demonstra-
tion, and the number of marchers soon became a forgotten issue.

Other, more complex, debates over statistics have longer histories.

DEBATING DATA COLLECTION:
HOW SHOULD THE CENSUS COUNT PEOPLE?

The efforts to measure the Million Man March had to be com-

pleted on the day the crowd gathered— a relatively quick, inex-
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pensive, limited operation. In contrast, consider the fantastically
elaborate arrangements needed to gather the U.S. census. The
U.S. Bureau of the Census has a huge budget—used to hire pro-
fessional statisticians and social scientists, as well as thousands
of people to collect and process the census forms, and to pay for
all the equipment (not just forms, but computers, sophisticated
maps, etc.) needed to conduct the census. Every ten years since
1790, the census has sought to locate and record basic informa-
tion about every individual in the United States. The sheer size
and complexity of this task—the U.S. population was approach-
ing 300 million as the 2000 census approached—is astonishing.
Still, the extraordinary effort that goes into preparing the census
does not prevent the results from becoming controversial.

In spite of the bureau’s huge budget and the professional
determination of the people responsible for the census, errors
are inevitable.” After all, hundreds of millions of people won’t
stand still to be counted, and confusion cannot be avoided.
Some people are counted more than once; for example, college
students living on campus are supposed to be counted there, but
their parents sometimes also list them as living at home. But
more often people go uncounted and, overall, the census under-
counts the population.

In some cases, undercounting occurs because people aren’t
reached, perhaps because the census takers don’t realize that
anyone lives where they do. But, much more often, people delib-
erately avoid being listed in the census because they don’t want
to cooperate with or come to the attention of the government.

Perhaps their political principles lead them to refuse to cooper-
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ate. Perhaps they are fugitives from arrest warrants or court
orders. Perhaps they are undocumented aliens (illegal immi-
grants) who fear deportation. Perhaps they are violating welfare
regulations by secretly living with (and helping to support) wel-
fare recipients. Although other government officials (e.g., police,
immigration, and welfare officials) are forbidden access to cen-
sus records, many people suspect that responding to the census
might get them into trouble, and they prefer to go uncounted.
The resulting undercounting is not random. In general, those
who go uncounted tend to be poor, urban males; this also means
they are more likely to be nonwhite than the general population.

Census undercounting matters because census figures are
put to use. Increasingly during the second half of the twentieth
century, the federal government began using census figures to
allocate major resources. Perhaps most important, the Supreme
Court ruled that legislative districts needed to represent approx-
imately equal populations. Population figures, of course, come
from the census, so that a large city where a significant number
of citizens went unrecorded by the census could wind up under-
represented in Congress or the state legislature. In addition, fed-
eral funds for all manner of “set-aside” programs—funds for
highway construction, many social services, and so on—are
allocated to the states according to their populations. Imagine a
program that delivers one dollar per person to each state; for
every person not counted, the state receives a dollar less than it
should receive. Other people care about undercounting as well.
A civil rights activist seeking to measure discrimination in

employment might argue that the proportion of workers in some
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industry who belong to a minority group is lower than that
minority’s proportion in the population. But, if minority group
members are undercounted in the census, the activist’s calcula-
tion of the gap between the minority’s share of population and
their share of the jobs will be less than the actual gap.

Note that, while the census probably undercounts all groups,
some groups have larger undercounts. These patterns benefit
some and disadvantage others. Groups that have relatively low
undercounts benefit; they receive more legislative representa-
tion, more federal funds, and so on. This gives these groups an
interest in maintaining existing census procedures. In contrast,
groups that have relatively more undercounting lose, and they
have an interest in trying to correct the undercount.

How many people go uncounted? Obviously, no one knows
exactly what this dark figure is (if we could count all the people
who were not counted by the census, they could simply be added
to the census total, and the problem would be solved). However,
the best estimates are that the 1990 census undercounted the
population by about 2 percent. At first glance, this might seem to
be arelatively small percentage, but remember that even a small
percentage of a large population is a fairly large number. The
1990 population was 248 million; that means that the undercount
was roughly 5 million. Moreover, 2 percent is a net undercount
(that is, after estimated overcounting is subtracted from the esti-
mated undercount). Studies suggest that the census manages to
count the vast majority of people accurately; the best estimates
are that about 9o percent are properly counted, but there remain

millions of errors in both overcounting and undercounting.
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Moreover, undercounting is not distributed randomly
throughout the population. The best estimates are that the net
undercount for nonblacks was about 1.5 percent, while the net
undercount for blacks was about 5 percent (there are also fairly
substantial undercounts of other ethnic minorities). This means,
for example, that the census significantly underestimates the
size of cities and states with large minority populations.

Critics argue that the census results ought to be adjusted to
reflect estimated undercounting. They recommend basing
adjustments on postenumeration surveys (PES), in which spe-
cially trained census takers conduct interviews with a large sam-
ple of households. PES interviews produce more accurate data
than the census forms that people are supposed to fill out and
return by mail. Calculating the differences between the data
gathered through the PES interviews and the census forms com-
pleted by the same households establishes a basis for estimating
the undercount. (In fact, the Bureau of the Census already does
PES interviewing; that is how it estimates the size of the under-
count. PES analysis is the major source for the estimate that the
undercount was 2 percent in 1990. Still, PES results have not been
used to adjust the final census figures.)

There is fairly general agreement that the census is imperfect,
that it undercounts the population, and that relatively large
numbers of African Americans and other ethnic minorities are
uncounted. The question is how the government ought to
respond. Increasingly, demographers (including many of the
professionals in the census bureau) argue that the final census

results should be adjusted (that is, changed to reflect the best
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estimates that can be derived through PES analyses) to produce
more accurate final totals. It is important to appreciate that these
adjustments would change not just the total population, but the
population totals for individual states, cities, and so on.
Adjusting the census would probably mean, for example, that
cities with large minority populations would be credited with
markedly more people than the census managed to count, while
mostly white, middle-class suburbs would gain relatively little
over the census count. These adjusted figures would, the demog-
raphers insist, be more accurate than the inevitably flawed
results of the regular census enumeration.

If the census were simply the government’s best effort to col-
lect accurate data about the population, the argument in favor of
adjustment might gain wide acceptance. (Survey researchers
often recalculate the results of public opinion polls in order to
produce more accurate estimates by giving more weight to
respondents thought to represent undersampled groups within
the population.) But the census is a powerful political symbol.
Every ten years, the federal government attempts to tally all
Americans, and everyone is supposed to cooperate with that
effort. The census is supposed to be a great compilation of indi-
viduals’ responses; we do not think of it as just an estimate or a
calculated guess. At least in the popular imagination, census
figures represent an actual count; the very real inaccuracies in
the census are not widely understood. Thus, one objection to
adjusting the census findings is that many people think of census
results as factual, and adjusting census figures smacks of tam-

pering with the truth.
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Remember, too, that changing the census results would be
consequential. For instance, if the adjusted results for the 1990
census had been used to apportion congressional districts, two
congressional seats would have shifted (Pennsylvania and
Wisconsin would have each lost one, while Arizona and
California would have gained one apiece). In addition, federal
funding for all manner of programs would have changed; some
states would have gained, but others would have lost. Choosing
the basis for calculating the census is not just an abstract prob-
lem; it has real political consequences (at least so long as census
figures are used as the basis for such policies as apportioning
legislative districts and distributing federal funds to the states).

In recent decades, calls for adjusting the census totals have
come from the mayors of big cities and other political leaders
who believe they represent populations that are undercounted.
Because poor nonwhites are most likely to be undercounted, and
because poor nonwhites tend to vote Democratic, many of the
politicians favoring adjusting the census totals have been
Democrats. These politicians tend to argue that undercounting
has serious consequences; they claim, for instance, that their
cities and districts have lost millions of dollars in federal funding.
In contrast, Republicans have tended to favor retaining the totals
from the census enumeration as the official figures (and to argue
that the consequences of undercounting aren't that serious).
Both sides have sued in various courts, seeking to compel the
use of whichever set of figures favors their interests.

The debate over the methods adopted by the census bureau is

necessarily technical, and most citizens have no real grasp of how
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the bureau does what it does, what it might do differently, or the
relative limitations of the different approaches. Those favoring
adjusting the census argue that the resulting figures would be
more accurate; most—although not all—social scientists favor
adjustment because they are familiar with the need to weight
results in survey research. Those opposed to adjusting the census
warn that adjustment can never be perfect, and they question
whether it makes sense to add an imperfect adjustment to an
already imperfect enumeration. The courts have produced
different rulings on the question but, in 1999, the U.S. Supreme
Court ruled that the 2000 census could not be adjusted for pur-
pose of congressional reapportionment. The debate will undoubt-
edly be renewed as planning starts for the 2010 census. Given the
entrenched interests and high stakes in the outcome, the stat war

over how the census counts the population is sure to continue.

STATISTICS AND CONTENTIOUS ISSUES

Both the short-lived argument over the turnout for the Million
Man March and the long-standing, ongoing debate over whether
the census should be adjusted are narrowly focused disputes. At
issue are relatively straightforward questions—about a single
number in one case and the method of measurement in the
other. In contrast, many stat wars involve multifaceted debates
that continue without resolution over years, even decades. Such
struggles feature numerous skirmishes over different statistics

related to some core social issue.
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Advocates often hope to create societal consensus about
some social problem, to bring a previously neglected condition
to public attention, arouse concern, and promote new policies to
deal with the problem. But disputes over some social issues can
never reach consensus because there is real disagreement about
what the problem is and what ought to be done about it. Is abor-
tion a social problem because it involves the murder of unborn
children, or is the problem that difficulty gaining access to abor-
tion is one more way society restricts women’s opportunities?
Should the troubles associated with illicit drug use be resolved by
decriminalizing drugs, or are even tougher laws and more vigor-
ous enforcement the answer? Should we protect or restrict the
right to bear arms?

In contrast to the debate over the turnout for the Million Man
March, where the statistic became the central issue, these more
complicated disputes over social issues are fundamentally dis-
agreements over values. The abortion debate, for example, is often
framed in terms of rights—the right of the fetus to societal pro-
tection vs. the right of a pregnant woman to choose abortion. Any
individual’s judgment that one of these rights outweighs the other
derives from some interpretation of societal values. Americans
value all sort of things, such as freedom and equality. While we like
to imagine that our values are complementary and perfectly con-
sistent with one another, this is a fiction: a perfectly free society is
not likely to be especially egalitarian, nor is a perfectly egalitarian
society likely to be especially free. Contentious social issues are
contentious precisely because people make different judgments

about which values are more important in the particular case: Is
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protecting a fetus more important than a woman’s freedom to
choose abortion? Does the individual’s right to bear arms out-
weigh society’s need to control violence? And so on.

Contentious issues pit competing advocates against one
another. Each side is likely to have its own activists affiliated with
social movement organizations (e.g., the National Right to Life
Committee vs. the National Abortion and Reproductive Rights
Action League). Each side can usually muster its own authori-
ties—medical experts, religious leaders, legal scholars, social sci-
entists, and media commentators. Depending on the issue, each
side may be affiliated with a particular ideological slant (liberals
vs. conservatives) or political party (Republicans vs. Democrats).
Although we commonly speak of these debates as having two
conflicting sides, reality is often more complex, with advocates
staking out multiple positions based upon differences in their
ideologies or interests. Unlike cases where there is widespread
consensus about some social problem, contentious issues in-
volve groups with competing interests making conflicting
claims.

Statistics usually play a supporting role in these conflicts. The
debate over abortion revolves around a clash of values, and no
statistic can resolve that issue. When statistics do enter the abor-
tion debate, advocates typically use them to show that there is
broad support for their position (“Polls show that most
Americans share our values or agree with us.”). (Recall from
chapter 2 how selective wording of questions allows advocates
on both sides of the abortion and gun-control debates to point to

public opinion surveys that seem to support their positions.)
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Moreover, long-running debates over broad issues can lead to
many different struggles over particular statistics that somehow
bear on the larger topic.

Consider issues of equality. Americans readily endorse equal-
ity as a value, yet inequalities of race, gender, and class have
been—and continue to be—visible and important. American
history features lengthy, ongoing campaigns by the civil rights
movement, the women’s movement, the labor movement, and
other advocates claiming that particular kinds of people are
blocked from full equality. Typically, these (usually liberal)
advocates insist that, whatever progress may have been made,
serious inequities remain, and these warrant making further
significant changes in social policy to foster equality (examples
might include raising the minimum wage, establishing tougher
antidiscrimination policies, and so on). In contrast, their (usu-
ally conservative) opponents argue that considerable social
progress toward equality already has been achieved (implying
that additional drastic changes in social policies are not only
not needed, but may cause harm by unnecessarily restricting
people’s freedom).

Arguments about recent changes in the distribution of
income are just one small aspect of this larger debate over equal-
ity.3 Many Americans like to imagine that their economy fosters
growing prosperity. This vision finds statistical support in mea-
sures of per capita personal income (basically the nation’s total
income divided by its population). Per capita income rose fairly
steadily in the second half of the twentieth century (see the first
column in Table 6). Those with a stake in defending the status
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Table 6. Gross Domestic Product Per Capita
and Average Hourly Earnings, 1959—-1999

Per Capita Hourly
Year Income? Earnings®
1959 $12,985 $6.69
1964 14,707 7.33
1969 17,477 7.98
1974 18,989 8.28
1979 21,635 8.17
1984 23,171 7.80
1989 26,552 7.64
1994 28,156 7.40
1999 32,439 7.86

2 Gross domestic product per capita in 1996 dollars.

b Average hourly wages in private nonagricultural industries in
1982 dollars.

sOURCE: U.S. Department of Commerce, Economic Report of the
President 2000 (Washington, D.C., 2000), pp. 341, 360.

quo (not just conservatives, but political incumbents generally)
can point to the growth in per capita income as proof that things
have been getting better (“Prosperity is increasing! There’s more
money per person. There’s no need to change.”).

In response, critics of the status quo (often liberals, but also
the incumbents’ challengers) cite statistics showing that the
economy is not getting better—and may actually be getting

worse. For example, average hourly earnings peaked in the early
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1970s and generally fell during the century’s last three decades
(see the second column in Table 6). Of course, this seems trou-
bling (“Things are getting worse! People are earning less per hour
of work. We need to do something.”).

How is it possible for the average income per person to rise at
the same time the average hourly wage fell? Changes in the work-
force help account for this apparent discrepancy. Most impor-
tant, the proportion of the population in the workforce grew, in
particular, the proportion of employed women rose. (As a grow-
ing percentage of families featured two wage-earners, average
family incomes rose. If, on average, the husband’s income
declined a bit, this was offset by increases in the wife’s income as
she entered the workforce or increased her hours.) If a growing
proportion of the population is employed, per capita income can
grow, even if hourly wages decline somewhat. (Increases in the
number of hours individuals work can have the same effect.)

Defenders of the status quo argue that hourly earnings are a
poor measure of economic prosperity. They note, for example,
that real hourly compensation (that is, wages plus the value of
benefits) generally rose in recent decades. Moreover, year-to-
year comparisons of income must be converted to constant dol-
lars to adjust for inflation, and the status quo’s defenders claim
that the Consumer Price Index (CPI) used to make the adjust-
ments for inflation exaggerates the amount of inflation (and
thereby underestimates the growth in the value of wages). By
correcting the CPI and taking the value of benefits into account,
these advocates can make a case that hourly compensation in

fact rose in recent decades.
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Their critics’ response to this rosy view focuses on income
inequality. The old aphorism “The rich get richer and the poor
get poorer” expresses this critique. Contemporary critics warn
about the “shrinking middle class.” There is a great deal of evi-
dence that income inequality has grown in recent decades.
Whether we consider family incomes or individual incomes (and
whether we look at the incomes of males or females, of black or
white workers), the same pattern emerges: incomes among
those already earning more have been growing faster than the
incomes of those earning less. Typically, these measures reveal
that the incomes of those earning the least (say, the lowest-earn-
ing fifth of the population) actually declined during the same
period that the incomes of those earning the most (the highest-
earning fifth of the population) showed substantial increases. In
effect, the rich have been getting richer, and the poor poorer.

It is important to appreciate that these measures of growing
inequality usually do not track particular individuals through
time. That is, when we compare, say, the poorest fifth of the pop-
ulation in Year 1 with the poorest fifth ten years later, we are not
necessarily talking about the same people; some poor people
experience upward mobility. Even if incomes in the lowest-earn-
ing fifth of the population fell between Year 1 and Year 10, an indi-
vidual who was in the lowest fifth in Year 1 may, in Year 10, be in
some higher-earning category (for an extreme example, imagine
someone working at a mininum-wage job in Year 1 while going to
law school; in Year 10, the same individual might be a highly paid
lawyer who falls into the highest-earning fifth). Such upwardly

mobile people create vacancies in the lowest-earning fifth, and
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some of those slots will be filled by newcomers just entering the
workforce. On the other hand, while upward mobility does occur,
it is far from universal; many people—particularly those with
limited education and job skills—remain trapped in the lowest-
earning fifth and experience declining incomes. While some
individuals may not notice the growing inequality in the larger
society because they personally experience upward mobility,
others find themselves falling further behind.

The debate over income distribution is complex. The govern-
ment produces vast amounts of economic data, and economists
disagree about the best measures (the dispute over the most rea-
sonable way to calculate the CPI is only one example). By choos-
ing carefully among the available statistics, advocates can find
support for very different positions (“Rising per capita income
shows growing prosperity!” “No, falling hourly income shows
diminishing prosperity!”). In the resulting barrage of statistics,
proponents of different positions argue that their numbers are
significant, while their opponents’ figures are poor measures of
whatever is at issue.

Making sense of this confusion is challenging. Clearly, it is
better to evaluate competing statistical claims, rather than lis-
tening to only one side, and it helps to understand as much as
possible about what the different numbers mean. It also helps to
realize how social changes affect statistics and their significance:
more women are working and people are having fewer children
(two changes that lead to higher family and per capita incomes);
a growing proportion of jobs are highly skilled (which con-

tributes to income inequality); and so on. There is, alas, no sin-
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gle, authoritative measure of prosperity and, as society changes,
various statistics may become better or worse indicators of eco-
nomic and social conditions.

Debates over topics as broad as equality have countless
facets; although this discussion has focused on income inequal-
ity, we might have chosen to focus on inequalities of race, gen-
der, and so on. The broader issue is grounded in philosophical
disputes over the nature of not just equality, but also liberty, jus-
tice, and other values, and over how government and other insti-
tutions should devise social policies to foster and protect those
values. With a broad, mutifaceted issue, virtually every facet—
income inequality, public opinion, criminal justice, quality of
health care, access to employment and higher education, and on
and on—can be contested, and in each of these contests advo-
cates can cite statistics to support different points of view.®

Whenever there is disagreement about the statistical evi-
dence, it is possible to look more closely, to discover how
different measurement choices, different definitions, or other
factors can explain the disparities. But, of course, this can be alot
of work; few people will make the effort to examine original
sources in order to reconcile a stat war. And, even when it is pos-
sible to clarify a specific statistical disagreement, that clarifi-
cation will not resolve the larger debate about the broader social
issue. Again, debates over broad social issues have their roots in
competing interests and different values. While advocates for
different positions tend to invoke statistics as evidence to bolster
their arguments, statistics in and of themselves cannot resolve
these debates.
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CLAIMING STATISTICAL AUTHORITY

Still, our society makes it easy to create and spread statistics
about social problems. This is important because we often
equate numbers with “facts.” Treating a number as a fact implies
thatitis indisputable. It should be no suprise, then, when people
interested in some social problem collect relevant statistics and
present them as facts. This is a way for them to claim authority, to
argue that the facts (“It’s true!”) support their position.

One interesting way of claiming authority in recent years has
been to publish collections of social problems statistics in small,
specialized reference books. The titles of these volumes often
emphasize the factual nature of the contents, even though the
books frequently promote a particular ideology or the interests of
a specific group. Compare two books: William J. Bennett, the con-
servative politician, published The Index of Leading Cultural
Indicators: American Society at the End of the Twentieth Century,
while social scientists Marc Miringoff and Marque-Luisa
Miringoff wrote The Social Health of the Nation: How America Is
Really Doing.!® Both books present multiple social statistics
intended to document trends over the past two or three decades.
Both books insist that these trends are troubling. According to
Bennett: “In two generations, America has undergone dramatic
and traumatic social change —the kind that one would normally
associate with cataclysmic natural [sic] events like famine, revo-
lution, or war. Civilizations stand on precious few pillars, and dur-
ing the last three and a half decades, many of ours have frac-

tured.”!! Similarly, Miringoff and Miringoff argue: “On the whole,
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long-term trends in social performance may be viewed as less
than encouraging. While some indicators show improvement. . .,
many have worsened significantly over time. . . . These are warn-
ing signs which require attention.”!2

Attempts to track social indicators over time confront many of
the problems discussed in earlier chapters. These include the
basic difficulties in defining and measuring social conditions.
However, there is a larger problem: the government does not col-
lect and publish many series of statistics for social indicators.
This is in sharp contrast to the government’s treatment of eco-
nomic statistics; anyone who follows the news cannot help but
hear regular (usually monthly) statistical updates about the bal-
ance of trade, consumer confidence, the Consumer Price Index,
housing starts, unemployment, and so on. Many of these mea-
sures have been collected and published for decades. In contrast,
there are few comparable indexes of social trends, they tend to
be published less frequently (often annually), and the lag time
between data collection and publication tends to be longer.!® In
addition, with the exception of population statistics and crime
rates, relatively few data have been collected at regular intervals,
using standard measures, for enough years to establish clear
trends.

Moreover, social statistics pose problems of interpretation.
Even when data are available, they do not speak for themselves.
For example, both Bennett and Miringoff and Miringoff note the
increase in child poverty. From 1970 to 1996, the percentage of
children (under age 18) living in poverty rose, from 14.9 percent in

1970, to 19.8 percent in 1996. (In contrast, the percentage of
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Americans aged 65 and above living in poverty fell markedly dur-
ing the same period, from 24.6 percent in 1970, to 10.8 percent in
1996. That is, in 1970 children were much less likely to be poor
than were older Americans, but in 1996 the positions had been
reversed.) What should we make of this shift? Miringoff and
Miringoff note that the U.S. rate of child poverty is far higher
than those found in other industrialized nations, although they
point out that other countries “have relatively high child poverty
rates before the application of tax and transfer programs
designed to improve the status of children.”!* In contrast,
Bennett’s interpretation of the data locates the cause of child
poverty in family structure: “Poverty afflicts nearly one of every
two mother-only families (45 percent in 1992) and fewer than one
in ten married-couple families (8 percent in 1992)”; and “Almost
60 percent of children under 6 living in families with only a
mother had an income below the poverty level, more than five
times as many as children under 6 in married-couple families
(10.6 percent).”15

How should we interpret rising child poverty? For Bennett, a
political and social conservative, child poverty is a “cultural indi-
cator,” a product of a deteriorating culture that tolerates out-of-
wedlock births, divorce, and children raised in single-parent
families. That is, cultural changes have led to more children in
single-parent families, which in turn means more children live in
poverty. Presumably, Bennet would argue that the ultimate solu-
tion for child poverty would be a return to traditional values or
virtues that would ensure that children are raised in intact fami-

lies. In contrast, Miringoff and Miringoff do not specify the
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causes of rising child poverty, but they clearly favor social poli-
cies to provide additional support for poor children. A reader
might infer that they locate the causes of child poverty in the sort
of structural inequalities emphasized in liberal analyses, rather
than in the cultural failures decried by conservatives.

This example reveals that facts do not speak for themselves.
The previous section used a stat war about income inequality to
illustrate how debaters choose to measure social problems in
different ways. But the competing interpretations of the growing
percentage of poor children involve a single method of measure-
ment, a relatively clear-cut social indicator (children living in
households below the poverty level), and high-quality data col-
lected by a federal agency; yet advocates interpret the same
numbers very differently. Where Bennett finds evidence of moral
collapse, Miringoff and Miringoff see inadequate social policies
to protect children’s welfare. We may think of statistics as facts,
but people make facts meaningful, and analysts’ ideologies
shape the meanings they assign to social statistics.

Worse, these reference books’ efforts to claim statistical
authority do not always involve high-quality data. Earlier chap-
ters have noted the relative ease with which statistics circulate,
even numbers based on guesses, peculiar definitions, deceptive
measures, and weak samples, to say nothing of numbers that
have been mangled to produce mutant statistics. Bad numbers
may originate in particular—even glaring—errors, but they can
live on indefinitely in media reports. Reference books compile
statistics—good and bad—and reprint them without subjecting

them to much critical analysis. For example, the Women’s Action
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Coalition (WAC) published WAC Stats: The Facts about Women.
This book repeats some flawed statistics discussed in earlier
chapters (e.g., “150,000 American women die of anorexia a year”;
“Gay and lesbian teenagers are up to 3 times more likely to com-
mit suicide than their heterosexual peers.”) among the hundreds
of statistical claims in its pages.'® The source for each claim is
given in a footnote, and the range of sources is extraordinary:
some numbers come from government documents, but others
come from flyers, handouts, or fact sheets distributed by
activists; and most seem to have been taken from newspaper or
newsmagazine stories. That is, this reference book depends
upon what historians would call secondary, rather than primary,
sources. For example, if a sociologist conducts a study and pub-
lishes the results in a scholarly journal, that is a primary source;
but a newspaper story referring to the study’s findings is at least
an additional step removed from the research—it is a secondary
source. In most cases, the newspaper story gives little or no
information about the key decisions that shape research results
(how concepts were defined and measured, what the sample
was, and so on). Worse, the press often fails to differentiate
between statistics produced through carefully designed research
and far less reliable numbers. Newspaper readers have enough
trouble evaluating the statistics they find in newspaper stories.
When a reference book uncritically copies hundreds of such
numbers from newspaper stories and other, even less reliable
sources, and presents them as straightforward facts, it makes an
unjustified claim to statistical authority. And, because many of

these reference books are intended to present data that support
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particular ideologies or interests, they make no effort to include
competing statistical claims that might lead their readers to be
cautious. Just because someone claims authority does not mean

we ought to grant it.

INTERPRETING STAT WARS

Advocates use statistics to support their claims about social
problems. Rarely will they invoke numbers that seem to call their
claims into question. So long as they can mobilize consensus
about a social problem, so long as their claims encounter little
opposition, advocates’ numbers go unquestioned. In contrast,
debates over social issues feature competing, contradictory
claims that often include arguments over statistics—what I have
called stat wars.

Stat wars create confusion. Because we tend to think of num-
bers as facts, most of us have difficulty reconciling conflicting
figures. Certainly stat wars often distress the press. Ideally, press
coverage presents the facts, and reporters and editors like to
repeat statistics because numbers seem factual.!” When the
press is confronted with what are clearly contradictory numbers
(as in the case of the conflicting estimates for the size of the
Million Man March), it has trouble doing more than simply
acknowledging the disagreement. Even advocates find stat wars
troubling. Advocates often believe their own statistics, and they

respond to challenges to their numbers with outrage: at best,
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their opponents are misinformed; at worst, the competing
figures are outright lies.

While some social problems statistics are deliberate decep-
tions, many—probably the great majority—of bad statistics are
the result of confusion, incompetence, innumeracy, or selective,
self-righteous efforts to produce numbers that reaffirm princi-
ples and interests that their advocates consider just and right.
The best response to stat wars is not to try and guess who's lying
or, worse, simply to assume that the people we disagree with are
the ones telling lies. Rather, we need to watch for the standard
causes of bad statistics—guessing, questionable definitions or
methods, mutant numbers, and inappropriate comparisons. In
some cases, we may conclude that one number is right and
another is deeply flawed; in others, we may discover that the
different figures reflect people choosing different methods to
answer different questions. Whatever we conclude, we should

come away with a better understanding of all the statistics.
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THINKING ABOUT SOCIAL STATISTICS

The Critical Approach

There are cultures in which people believe that some objects
have magical powers; anthropologists call these objects fetishes.
In our society, statistics are a sort of fetish. We tend to regard sta-
tistics as though they are magical, as though they are more than
mere numbers. We treat them as powerful representations of the
truth; we act as though they distill the complexity and confusion
of reality into simple facts. We use statistics to convert compli-
cated social problems into more easily understood estimates,
percentages, and rates. Statistics direct our concern; they show
us what we ought to worry about and how much we ought to
worry. In a sense, the social problem becomes the statistic and,
because we treat statistics as true and incontrovertible, they
achieve a kind of fetishlike, magical control over how we view
social problems. We think of statistics as facts that we discover,
not as numbers we create.

But, of course, statistics do not exist independently; people
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have to create them. Reality is complicated, and every statistic is
someone’s summary, a simplification of that complexity. Every
statistic must be created, and the process of creation always
involves choices that affect the resulting number and therefore
affect what we understand after the figures summarize and sim-
plify the problem. People who create statistics must choose
definitions—they must define what it is they want to count—
and they must choose their methods—the ways they will go
about their counting. Those choices shape every good statistic,
and every bad one. Bad statistics simplify reality in ways that
distort our understanding, while good statistics minimize that
distortion. No statistic is perfect, but some are less imperfect
than others. Good or bad, every statistic reflects its creators’
choices.

This book offers some guidelines for thinking critically about
social statistics. It identifies some common problems with social
statistics and illustrates them with specific examples. It is often
easier to understand a particular example than to understand
and recognize the general problem or principle that the example
illustrates. Still, I hope that, having read this book, you have
become more familiar with some of the most common flaws that
bedevil social statistics: that you can ask some basic questions
about a statistic’s origins (definition, measurement, sampling,
and the other issues covered in chapter 2); that you are familiar
with some of the ways statistics can be mangled (chapter 3); that
you understand the risks of inappropriate comparisons (chapter
4); and that you can do more than simply throw up your hands

when confronted with a debate featuring competing statistics
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(chapter 5). But a short book like this one cannot hope to offer a
comprehensive list of statistical errors.

In order to interpret statistics, we need more than a checklist
of common errors. We need a general approach, an orientation,
a mind-set that we can use to think about new statistics that we
encounter. We ought to approach statistics thoughtfully. This can
be hard to do, precisely because so many people in our society
treat statistics as fetishes. We might call this the mind-set of the
Awestruck—the people who don't think critically, who act as
though statistics have magical powers. The Awestruck know they
don’t always understand the statistics they hear, but this doesn’t
bother them. After all, who can expect to understand magical
numbers? The reverential fatalism of the Awestruck is not
thoughtful —it is a way of avoiding thought. We need a different
approach. Three come to mind; they are the mind-sets of the
Naive, the Cynical, and the Critical.

THE NAIVE

The Naive are slightly more sophisticated than the Awestruck.
Many people believe they understand a bit about statistics—
they know something about percentages, rates, and the like—
but their approach is basically accepting. They presume that sta-
tistics are generally accurate, that they mean what they seem to
mean. The Naive are often at least somewhat innumerate; they
occasionally may be confused by basic mathematical ideas (“A

million, a billion—what’s the difference? They're all big num-
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bers.”). And, as the name suggests, the Naive tend to be innocent
and trusting; they don’t question numbers or wonder how those
numbers might be shaped by interests of the people behind
them. The Naive are sincere, and they assume that the people
who present statistics are equally sincere, and that their numbers
are valid.

The Naive are not just consumers of others’ numbers; they
also can create and disseminate statistics. When activists offer
estimates for the scope of some social problem, their attitude is
often one of naiveté (“It’s a big problem, and this is a big num-
ber—it must be about right.”). And, once a number is in circula-
tion, Naive reporters may be willing to repeat it and pass it along
(“This is the only number out there, so it must be pretty accu-
rate.”). When they are innumerate, the Naive often generate
mutant statistics; when they try to repeat figures they don’t com-
pletely understand, it is easy for them to produce new, mangled
numbers.

In addition to creating, spreading, and mangling statistics, the
Naive (and their slightly less critical cousins, the Awestruck)
probably account for the vast majority of the audience that hears
these numbers. The Naive are unlikely to question numbers—
not even the most implausible exaggerations; after all, the Naive
usually don’t suspect statistics might be bad, and even if they do,
they have no good ways of detecting bad statistics. They are
unlikely to wonder about definitions or measurements, or to
spot inappropriate comparisons, and they find debates over sta-
tistics completely bewildering. The Naive form a wonderfully

receptive audience (“They say 150,000 young women die from
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anorexia each year! That'’s terrible!”), easily influenced and not at
all critical. At the same time, the Naive assign no special value to
statistics; they may be equally influenced by a disturbing exam-
ple, an acquaintance’s opinion, a rumor, or other sources of
information. The Naive not only fail to suspect that bad statistics
have flaws, but they often do not recognize when statistics are
pretty good. The great majority of the audience for social statis-

tics is, at least to some degree, Naive.

THE CYNICAL

Fewer people can be described as Cynical, but they are extremely
important. The Cynical are suspicious of statistics; they are con-
vinced that numbers are probably flawed, and that those flaws
are probably intentional. They view statistics as efforts to manip-
ulate—they are worse than “damned lies.” They don't trust num-
bers (“You can prove anything with statistics.”).

The Cynical are most important as originators of statistics.
People who create statistics often have an agenda—to promote
their industry, their cause, their ideology, their group—and they
view statistics as a means of furthering that end. The Cynical
design research that will produce the results they want: they
word questions so as to encourage particular responses; they
choose samples likely to respond the way they want; they mas-
sage the data until the results take the form they desire; in
extreme instances, they simply lie and make up whatever num-

bers suit their purposes. The Cynical count on their audience
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being mostly Naive; the Naive will accept whatever numbers
they’re given, so why not give them whatever numbers will
influence them to think or do whatever the Cynical want?

The distinction between the Cynical and the Naive is not as
sharp as it first seems. Many people who promote statistics want
to persuade; they have interests and agendas to promote, and
they see statistics as a tool toward that end. These qualities might
seem to place them among the Cynical. Yet, at the same time,
these people often have an imperfect understanding of the limi-
tations of the numbers they are promoting— the Cynical are not
immune to innumeracy. This means that they also are, in a sense,
Naive, and may believe whatever their own figures seem to show.

Another role the Cynical play is as members of the audience
for statistics. Here they suspect there must be something wrong
with whatever numbers they hear. Because the Cynical suspect
that “you can prove anything with statistics,” they can justify
ignoring all numbers—particularly those that challenge their
beliefs. This sort of cynicism is most obvious in debates over con-
tentious social issues, such as abortion or gun control. The
Cynical allied with one side on an issue are quick to discount any
statistics offered by the other side. They may be surprisingly
sophisticated when pointing out the flaws in numbers they don’t
like, although they rarely examine their own side’s figures with
the same critical eye. And, of course, their cynical discounting of
statistics and the people who use them further confuses the
Naive.

It is important to be clear: this book is not intended to swell

the ranks of the Cynical; I do not want to encourage you to dis-
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count every statistic as worthless. We need not choose between
remaining among the Naive or joining the Cynical. There is a

third, far superior option.

THE CRITICAL

This third choice is to approach statistics critically. Being criti-
cal does not mean being negative or hostile— it is not cynicism.
The Critical approach statistics thoughtfully; they avoid the
extremes of both naive acceptance and cynical rejection of the
numbers they encounter. Instead, the Critical attempt to eval-
uate numbers, to distinguish between good statistics and bad
statistics.

The Critical understand that, while some social statistics may
be pretty good, they are never perfect. Every statistic is a way of
summarizing complex information into relatively simple num-
bers. Inevitably, some information, some of the complexity, is
lost whenever we use statistics. The Critical recognize that this is
an inevitable limitation of statistics. Moreover, they realize that
every statistic is the product of choices—the choice between
defining a category broadly or narrowly, the choice of one mea-
surement over another, the choice of a sample. People choose
definitions, measurements, and samples for all sorts of reasons:
perhaps they want to emphasize some aspect of a problem; per-
haps it is easier or cheaper to gather data in a particular way—
many considerations can come into play. Every statistic is a com-

promise among choices. This means that every definition—and
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every measurement and every sample—probably has limita-
tions and can be criticized.

Being Critical means more than simply pointing to the flaws
in a statistic. Again, every statistic has flaws. The issue is
whether a particular statistic’s flaws are severe enough to dam-
age its usefulness. Is the definition so broad that it encompasses
too many false positives (or so narrow that it excludes too many
false negatives)? How would changing the definition alter the
statistic? Similarly, how do the choices of measurements and
samples affect the statistic? What would happen if different
measures or samples were chosen? And how is the statistic
used? Is it being interpreted appropriately, or has its meaning
been mangled to create a mutant statistic? Are the comparisons
that are being made appropriate, or are apples being confused
with oranges? How do different choices produce the conflicting
numbers found in stat wars? These are the sorts of questions the
Critical ask.

CONFRONTING THE INEVITABLE

As a practical matter, it is virtually impossible for citizens in con-
temporary society to avoid statistics about social problems.
Statistics arise in all sorts of ways, and in almost every case the
people promoting statistics want to persuade us. Activists use
statistics to convince us that social problems are serious and
deserve our attention and concern. Charities use statistics to

encourage donations. Politicians use statistics to persuade us
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that they understand society’s problems and that they deserve
our support. The media use statistics to make their reporting
more dramatic, more convincing, more compelling. Corpora-
tions use statistics to promote their products and improve their
profits. Researchers use statistics to document their findings and
support their conclusions. Those with whom we agree use statis-
tics to reassure us that we're on the right side, while our oppo-
nents use statistics to try and convince us that we are wrong.
Statistics are one of the standard types of evidence used by peo-
ple in our society.

It is not possible simply to ignore statistics, to pretend they
don’t exist. That sort of head-in-the-sand approach would be too
costly. Without statistics, we limit our ability to think thought-
fully about our society; without statistics, we have no accurate
ways of judging how big a problem may be, whether it is getting
worse, or how well the policies designed to address that problem
actually work. And Awestruck or Naive attitudes toward statistics
are no better than ignoring statistics; statistics have no magical
properties, and it is foolish to assume that all statistics are
equally valid. Nor is a Cynical approach the answer; statistics are
too widespread and too useful to be automatically discounted.

It would be nice to have a checklist, a set of items we could
consider in evaluating any statistic. One could think of the topics
discussed in this book as an outline for such a checklist: the list
might detail potential problems with definitions, measurements,
sampling, mutation, and so on. These are in fact common sorts of
flaws found in many statistics, but they should not be considered

aformal, complete checklist. It is probably impossible to produce
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a complete list of statistical flaws—no matter how long the list,
there will be other possible problems that could affect statistics.

The goal is not to memorize a list, but to develop a thoughtful
approach. Becoming Critical about statistics requires being pre-
pared to ask questions about numbers. When encountering a
new statistic in, say, a news report, the Critical try to assess it.
What might be the sources for this number? How could one go
about producing the figure? Who produced the number, and
what interests might they have? What are the different ways key
terms might have been defined, and which definitions have been
chosen? How might the phenomena be measured, and which
measurement choices have been made? What sort of sample was
gathered, and how might that sample affect the result? Is the sta-
tistic being properly interpreted? Are comparisons being made,
and if so, are the comparisons appropriate? Are there competing
statistics? If so, what stakes do the opponents have in the issue,
and how are those stakes likely to affect their use of statistics?
And is it possible to figure out why the statistics seem to disagree,
what the differences are in the ways the competing sides are
using figures?

At first, this list of questions may seem overwhelming. How
can an ordinary person—someone who reads a statistic in a
magazine article or hears it on a news broadcast—determine the
answers to such questions? Certainly news reports rarely give
detailed information on the processes by which statistics are cre-
ated. And few of us have time to drop everything and investigate
the background of some new number we encounter. Being

Critical, it seems, involves an impossible amount of work.
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In practice, however, the Critical need not investigate the ori-
gin of every statistic. Rather, being Critical means appreciating
the inevitable limitations that affect all statistics, rather than
being Awestruck in the presence of numbers. It means not being
too credulous, not accepting every statistic at face value (as the
Naive do). But it also means appreciating that statistics, while
always imperfect, can be useful. Instead of automatically dis-
counting every statistic (in the fashion of the Cynical), the
Critical reserve judgment. When confronted with an interesting
number, they may try to learn more, to evaluate, to weigh the
figure’s strengths and weaknesses.

Of course, this Critical approach need not—and should not—
be limited to statistics. It ought to apply to all the evidence we
encounter when we scan a news report, or listen to a speech,
whenever we learn about social problems. Claims about social
problems often feature dramatic, compelling examples; the
Critical might ask whether an example is likely to be a typical case
or an extreme, exceptional instance. Claims about social problems
often include quotations from different sources, and the Critical
might wonder why those sources have spoken and why they have
been quoted: Do they have particular expertise? Do they stand to
benefit if they influence others? Claims about social problems
usually involve arguments about the problem’s causes and poten-
tial solutions. The Critical might ask whether these arguments are
convincing. Are they logical? Does the proposed solution seem
feasible and appropriate? And so on. Being Critical—adopting a
skeptical, analytical stance when confronted with claims—is an

approach that goes far beyond simply dealing with statistics.
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Statistics are not magical. Nor are they always true—or
always false. Nor need they be incomprehensible. Adopting a
Critical approach offers an effective way of responding to the
numbers we are sure to encounter. Being Critical requires more
thought, but failing to adopt a Critical mind-set makes us pow-
erless to evaluate what others tell us. When we fail to think criti-

cally, the statistics we hear might just as well be magical.
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