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The paper proposes methods of enlarging the measuring zone in laser diameter gauges without sacri-
ficing the measurement accuracy. Possessing a large measuring zone, such gauges are designed to mea-
sure external diameters of round wire materials whose diameter exceeds the laser diode wavelength
(~0.5 mm and longer). A method of the video quality improvement is proposed herein, and algorithms
are developed to detect the optimal geometrical parameters and estimate observational errors within
the measuring zone of the laser diameter gauge.
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1. Introduction

In existing research and industrial applications, different meth-
ods are widely used in measuring the outer diameter of products of
various function and purpose. In particular, mechanical [1], mag-
netic [2], and ultrasonic techniques [3,4] are very common in
diameter measurements. An optoelectronic technique for diameter
characterization which is based on the diffraction theory in combi-
nation with image processing techniques is often used in engineer-
ing and production technology. For example, laser diameter gauges
are widely used in the cable industry, which provide the distribu-
tion of both divergent and parallel beams of light [5-7]. The diam-
eter measurement must ensure the required quality of cable
products as well as the material saving and power consumption.
The cable production process is complicated (Fig. 1) and requires
monitoring a multitude of parameters such as eccentricity [8],
unit-length capacitance [9,10], and also insulation strength testing
[11,12]. The diameter gauging is performed at high speeds achiev-
ing 3000 m/min, and also at strong cable vibrations which have an
adverse effect on the quality of measurements. In order to meet
constantly growing demands to the measurement accuracy of
cable diameters, manufacturers are forced to look for alternative
techniques for reducing measuring errors.

In present-day productions, laser optoelectronic diameter
gauges with a 15-60 mm measuring zone are widely used for the
characterization of diameters of round wire materials [13-16].
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For objective reasons, all measuring devices possess errors. During
the lot production of laser diameter gauges, their adjustment and
calibration take a good deal of time, but are necessitated partly
by the difficulty in maintaining their all design sizes. Therefore, a
manual calibration of each diameter gauge becomes impossible.
For operational instruments of interest, it is very important to
ensure the subscribed error throughout the entire measuring zone
and not only in the vicinity of its centre, as is the case with most
manufacturers. In the cable production, it's not possible to use
the efficient centering methods, in particular, at a stage of wire
extrusion or varnishing, when the coating is not yet polymerized.
Additionally, a steady-state vibration of the product does not allow
it to locate in the centre of the measuring zone. In this work we
propose a range of design and algorithmic decisions allowing to
create the instrument the error of which does not change when
the position of the monitored object changes. We also propose a
method to simplify and automate the adjustment of laser gauges
in the lot production. We offer the procedures to minimize obser-
vational errors when measuring diameters with reference wire
gauges. These procedures include the quality improvement of the
optoelectronic diameter gauges, determination of their geometri-
cal parameters, and automated calibration using reference gauges.

2. Material and methods
2.1. Video quality improvement

Let us consider the optical method to get the diameter value.
The laser diameter gauge receives cell numbers as input parame-
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Fig. 1. Flow chart of cable production process: 1 - pay-off drum; 2 - pull-off device; 3 - extruder; 4 - eccentricity gauge; 5 - quenching bath; 6 — capacitometer; 7 — diameter
gauge; 8 - high voltage tester; 9 - length and velocity measuring system; 10 - wire forming device; 11 - take-up drum.

ters which correspond to the shadow boundaries on both modules
of the charge-coupled device (CCD). The detection of cells match-
ing the shadow boundaries was presented in [17]. This geometrical
model includes the point radiation sources which usually repre-
sent a semiconductor laser or a laser diode with 808 nm wave-
length, the beam divergence at angles in the range of 35-42
degrees, and the power consumption ranging between 200 and
500 mW. A detailed description of the similar measuring systems
was given in our previous works [18,19].

Using laser diodes without accessory optics as presented in
Fig. 2 provides a range of advantages such as simplicity in design,
compactness of the radiation source and its low cost. However,
there are certain limitations related to the non-uniform distribu-
tion of the luminous flux within the measuring zone and its heavy
losses without optimization of the laser beam. More powerful radi-
ation sources should be used owing to the low laser beam effi-
ciency which also increases the exposure time and causes stray
light in the optical system which modifies the total observational
error. Non-uniform stray lighting can lead to the additional inad-
missible error. When measuring the eccentricity of a workpiece,
the observational error of its position within the measuring zone
should not exceed several microns. Therefore, the uniform distri-
bution of the luminous flux should be provided within the measur-
ing zone. As can be seen from Fig. 2, the laser diode generates a
cone-shaped beam, the base of which is an ellipse having long
and short axes 0L and 0//, respectively. In this optical transducer,
the orientation of laser diode allows the linear CCD to arrange
along 0L axis and normal to 0// axis.

The luminous flux generated in 6L plane by an ordinary laser
diode, as shown in Fig. 3, is described by the normal (or Gaussian)
distribution. So, the laser intensity in the CCD centre is always
higher than at its periphery. The difference between laser intensi-
ties is not problematic because the angle o limited by the length of
the linear CCD module does not exceed 15-20 degrees. Local ran-
dom changes in the laser intensity contribute much more to obser-
vational errors. These changes are caused by the random
distribution of the luminous flux along 6// axis. Even a small differ-
ence between the relative orientation of the laser diode and CCD
module leads to a non-uniform distribution of the luminous flux.
Each laser diode possesses its individual properties which can

Fig. 2. Schematic orientation of laser diode without accessory optics relative to CCD
module.

cause the non-uniform distribution of the luminous flux. Addition-
ally, the optic’s surface is inevitably contaminated with dust parti-
cles or the like during the operation, thereby intensifying non-
uniformity. Sometimes, it entails such troubles as the increase in
observational errors and equipment failures.

One of the ways to eliminate the non-uniform distribution of
the luminous flux produced by the laser diode is to use the acces-
sory optics comprising a collimator with the Powell lens. The sche-
matic orientation of the laser diode with accessory optics is shown
in Fig. 4. This method is widely used in science and technology
[20-23]. The collimator is intended to obtain collimated or parallel
laser beams with the diameter of 1.5-2 mm. The collimated beam
transforms to the divergent beam again when passing through the
Powell lens. The angle o of the beam divergence is the same, and
the laser intensity distribution is uniform, without local changes.
The width of the laser beam passing through the Powell lens is
1.5-2 mm. Thus, almost the whole luminous flux hits the linear
CCD that allows us to apply a lower laser power and reduce the
exposition time, thereby enhancing the dynamic properties of the
optical system.

2.2. Optimization algorithm for geometrical parameters

The diameter of round wire materials is measured according to
the proposed geometrical model presented in Fig. 5.

The optimization algorithm can be described by mathematical
calculations to find the workpiece diameter. The obtained values
of the shadow boundaries are transformed to physical values.
Using the initial geometrical parameters, the workpiece diameter
can be obtained. Let us introduce the following notation for the ini-
tial geometrical parameters:

Cw C, are distances respectively from the zero point to Nx and Ny
cells, where the laser beam is normal to the CCD module;

Ny, N, are cell numbers at the points of intersection with optical
axes;

H,, Hy are distances between the CCD modules and point radia-
tion sources.

The coordinate axes coincide with the CCD modules. At first, the
cell numbers obtained for the shadow boundaries are converted
into length units using the following formulas:

X]l = (le - NX)I'ES + Cx§

X21 = (Nya — Ny)res + Cy;

Y= (Ny] — Ny)res + Cy;

Y = (Nyz — Ny)res + Cy,

where res is the resolution of the CCD module, pm per cell.
Secondly, let us calculate the projection of the workpiece centre

Xo1 and detect the angles of o and By;. Next, the following equa-
tions are obtained for Xy and Yy;:
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Fig. 3. Distribution of laser intensity in mutually perpendicular planes 6L and 6//.
The coordinates of the workpiece centre are determined by the

system of equations derived from the similarity of triangles (Sxo; e;
Z) and (Sxo; Cx; Xo1) and those similar to the vertex Syg:

Powell
LAZER lens

Exgy —Cx _ Hx—Eyy,
Xo-Cx —  Hy
Eyg —Cv _ Hy—Exy
Yoo-Cy = Hy

The solution of this system of equations allows us to obtain the
coordinates of the workpiece centre:
Hy - (Cx-Yor + Hx - Xo1 —Xo1 - Yo1)

Fig. 4. Schematic orientation of laser diode with accessory optics relative to CCD Ex, = Hy -Hy —Cy -Cy — Xo1 - Y, Cy - X, Cy-Y
module. (Hx - Hy x Ly o1 - Yo1 + Cy - Xo1 + Cx - Yor)

Collimator

Hy - (Cy - Xo1 + Hy - Yo1 — Xo1 - Yo1)

Ey =
A Yo (Hx -Hy — Cx - Cy — Xo1 - Yo1 + Cy - Xo1 + Cx - Yo1)
® S . . . . .

. Since the workpiece is not always round, its radius should be
measured both along X and Y-axes. As a result, the average diam-
eter is determined by the laser gauge. The radius is determined
by the interval between the point radiation source and the work-

L\ piece centre and the sine of the angle between this interval and

b the tangent to the workpiece:

N Oy
& 8 2 2
\z RX1 = (EXm - CX) + (HX - EYOI)
. (1 Xy —C X1 —C
-sin (f (atan <%) — atan <%>)),
YOI\ X X
z
Eyor € o 2 2
Ny: Yi— | Ry 8,1 RYl = (EYm - CY) + (HY - Exm)
By
1 Yy —C Y1 -C
b S -sin (= (atan(—2L—") —atan(——")) ).
N 1S % % i 2 Hy Hy
g \ \ During the calibration process, the instrument memory stores
i Xu Bot Xor Xa X 121 measurements of rising (points Ny; and N, in Fig. 5) and fall-

ing (points N,; and Ny, in Fig. 5) edges of the workpiece shadow
using the wire gauge. Calibration points are arranged in different
areas of the measuring zone as shown in Fig. 6.

Fig. 5. Geometrical model for diameter measurement. Afterwards, the optimization algorithm is implemented for each
measurement. The optimization of geometrical parameters means
minimizing deviations on X- and Y-axes between the calculated

Xo; = Hy - tan (% (atan (X21H— Cx> + atan (XnH— Cx))) LGy and reference values of the radius. So, the functional is formulated:
X X

F=) ((Rxi —R)(Rx; —R) + (Ry; — R)(Ry; — R)),

Yo1 = Hy - tan G (atan (%) + atan <¥))> +Cy =1
Y Y where R is the reference radius;

n
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Fig. 6. Arrangement of experimental calibration points.

Rx; = sin(O, 5 (arctan (XZ“’CX) — arctan (%))) \/(EXmi — %)% + (HX — Eyg))*;

Hx

Ry; = sin(O, 5 (arctan (%) — arctan (V“,:,—fy))) \/(Eymi — Cy)* + (Hy — Exo1)*.

The embedded MATLAB function is used to minimize the func-
tional [24], to which the functional F and initial geometrical
parameters are delivered.

2.3. Error correction algorithm for diameter characterization

The error correction algorithm implies the bias compensation
between the measuring and reference diameters during the work-
piece motion within the measuring zone. A series of the error esti-
mations is carried out for wire gauges which cover the whole range
of the gauge variables to implement this algorithm in accordance
with Fig. 5. The obtained error surfaces are then triangulated,
and the triangle with the workpiece centre in it is defined. The
observational error is detected in the workpiece centre by means
of constructing the plane which passes through all the three ver-
tices of the triangle and assuming that the observational error lies
in this plane.

The equation of a plane passing through the workpiece centre
takes the form:

Ax+By+Cz+D=0

The coefficients of the plane equation areobtained assuming
that the determinant of a matrix comprising the point location dif-
ferences equals zero. After transformations, these coefficients can
be written as

A=Yy XZ1 Y1 X200 =Yg XZ2 +Yy X 20+ Y1 X Za — Yy X Z1;
B=—Xg XZ1 +XoXZy — Xy XZg+ X1 XZo— X1 X2+ X X Zq;
C=Xo XY +X2XYg—X1 XYg—Xo XYy +X1 XYy —X2 X Y1;
D=—Xo XY XZ2+X0 XYy XZ1 +X1 XYy X 22

—X1 XYy X 2o — X2 X Yo X Z1 + X2 X Yq X Zo,
where (Xo, Vo, Zo), (X1, Y1, Z1), (X2, Y2, Z2) are the points of observa-

tional errors; x, y are the workpiece coordinates; z is the observa-
tional error.

(o] [o o o] [o]

[¢] [o o o] [o]

Fig. 7. Arrangement of additional calculated calibration points.

Since the aim of this study is to detect observational errors at
specified points, we can derive the observational error z from the
equation of a plane and calculate it using the specified values of
x and y coordinates.

This method is used to estimate errors for the nearest larger and
smaller reference diameters. The total observational error is esti-
mated using the linear interpolation method.

Calibration readouts are obtained within the limited space,
while the workpiece size may go beyond this space. Therefore,
the limiting values should be extrapolated to ensure that they go
beyond the point calibration. Calibration points arranged in the
red region represent the gauge readouts. In order to calculate the
calibration points arranged in the green region, the linear extrapo-
lation method is applied (see Fig. 7).

The required point A is on the straight line passing through
points A; and A, at a given distance A from A,. Points A; and A, cor-
respond to Xy, Yy, Z; and X, Y>, Z, coordinates, respectively, while
the required point A corresponds to X, Y, and Z coordinates. There-
fore, Y and Z coordinates can be found from

Xo =Xy YooYy Z,—-Z
Xi-X Yi-Y Z,-Z

The X coordinate corresponds to X>+ A coordinate. If X, X5 or Yy,
Y, coordinates are equal, division by zero occurs, hence, the equa-
tion is reduced to a two-dimensional solution.

Calibration points arranged in blue regions are calculated
through the point locations in the plane. The plane is specified
by two points locating in the blue region and one angular point
in the red region.

2.4. Flow charts of primary calibration and measurement process

Fig. 8 presents flow charts of proposed algorithms of the pri-
mary calibration and the conventional measurement process.

2.5. Calibration device and utility

The calibration device and utility have been developed for the
implementation of proposed optimization algorithms. The calibra-
tion device illustrated in Fig. 9 comprises the optical system and
the position control device. The latter represents a dual-axis
machine which incorporates two PLLM-01 linear modules, two
PLD441 drivers and a STM32-H103 debug board. The workpiece
is clamped to the traveling carriage.

’ Identification of shadow ‘

Calibration data* boundaries

:

Specifying geometrical parameters via
minimization of functional F

A

’ Diameter calculations ‘

A
¢ Error correction in
accordance with calibration
data

Acquisition of additional calibration points

:

Calibration data retention in device
memory

Fig. 8. Flow charts of first calibration and conventional diameter measurement.
*Calibration was performed for nine reference gauges at 121 points. Measurements
were repeated three times for each gauge.



Y.A. Chursin et al./ Measurement 131 (2019) 647-653 651

Computer
STM32-H103

m—

USB/RS485 converter

PLD441 vy PLD441 vy

PLLM-01
e

Fig. 9. General configuration of calibration device.

This calibration device is provided with the calibration utility
developed in the Qt environment. The calibration utility allows a
user to set coordinates in the position control device and receive
gauge readouts which are then saved to the data file with rising
and falling edges and errors for their further processing. The inter-
face of the calibration utility is shown in Fig. 10.

A feedback-control mechanism is used for the position control.
In order to reduce a 1 um difference between the set and the cur-
rent positions of the workpiece centre, it is moved along one of the
axes. The proportional plus integral control law is used as a con-
troller. The experimentally obtained proportional gain of 0.5 allows
us to correctly set the workpiece coordinates in spite of the impos-
sibility to achieve the accurate alignment between the mechanical
and optical coordinate systems.

Therefore, the difference between the existing and upgraded
devices is the use of Powell lenses in each channel (see Fig. 4)
which create the uniform distribution of the luminous flux, with-
out dramatic fluctuations and jumps (Fig. 11b). Other modifica-
tions concern the firmware upgrade to add the proposed
optimization algorithms and error corrections within the measur-
ing zone.
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repeat
counter =
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un Device
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Fig. 10. Calibration utility developed in Qt environment.

b)

Fig. 11. Oscillograph recordings: a - laser diode without accessory optics; b - laser
diode with collimator and Powell lens.

3. Results

Fig. 10 presents oscillograph recordings for two video signals,
namely with and without accessory optics (see Fig. 2) such as a col-
limator and the Powell lens (see Fig. 4). As can be seen from
Fig. 11a, the video signal contains non-uniformities which can
achieve up to 20% of the useful signal amplitude and complicate
the detection of the object boundaries by edge diffraction defects
as described in [17]. The schematic orientation of the laser diode
presented in Fig. 4, reduces the non-uniformity of the video signal
(Fig. 11b). Consequently, we have a more reliable detection of min-
ima and maxima of the interference pattern and a more uniform
error region. According to Fig. 11, the non-uniform light field
(the area between lines) without the use of the Powell lens
(Fig. 2) and diffraction effects (the area inside the oval) which
detect shadow boundary [17], is several times larger than that
one obtained using the Powell lens (Fig. 4).

The error regions before and after the optimization of geomet-
rical parameters are shown in Fig. 12. This figure shows how this
optimization eliminates the constant error component.

Fig. 13 presents three-dimensional diagrams of the error
regions before and after error corrections within the measuring
zone. The difference in the diameter measurements is reduced to
0.2% throughout the measuring zone.

4. Discussion

The described laser gauge is provided with a protection shield
against electromagnetic noise reflected by the metal casing. Cir-
cuitry and main boards are designed in strict adherence to the elec-
tromagnetic compatibility requirements. This gauge is also
provided with additional vignettes to protect the system from
the external stray light. These protections allow us to minimize
both internal and external noise down to values comparable with
the threshold sensitivity of the CCD sensors 3,6 V/(Ix's). Therefore,
the noise error is small to negligible as compared to that of the
non-uniform light field, which can often achieve one third of the
amplitude of the valid signal as presented in Fig. 11b.

Since the luminous flux distribution within the measuring zone
is constant independent of the spread in its values, the repeatabil-
ity of measuring results is also constant at each point and equals
1 pm. It is the repeatability that allows utilizing the proposed error
correction method in the measuring zone and achieving the results
reproducibility of 3 pm during the lot production of laser diameter
gauges.



652

Y.A. Chursin et al./ Measurement 131 (2019) 647-653

Fig. 12. Three-dimensional diagrams of the error region, %: a — before optimization; b - after optimization.

Fig. 13. Three-dimensional diagrams of error regions, %: a — before error correction; b - after error correction.

Table 1
A comparison of the original and modified measuring instruments.

Reference diameter, mm
mm (observation error, %)

Original gauge with one-point calibration. Measured diameter,

Modified gauge with 121-point calibration. Measured diameter,
mm (observation error, %)

Measuring zone 1/2 measuring

Measuring zone

Measuring zone 1/2 measuring Measuring zone

centre zone radius edge centre zone radius edge

meas. err. meas. err. meas. err. meas. err. meas. err. meas. err.
1.212 1.214 -0.17 1.223 -0.93 1.190 1.84 1.213 -0.04 1.211 0.09 1.210 0.17
3.208 3.202 0.18 3.170 1.18 3.273 -2.02 3.207 0.04 3.205 0.10 3.214 -0.19
6.781 6.795 -0.21 6.855 -1.10 6.913 -1.94 6.784 —-0.05 6.773 0.12 6.770 0.17
9.836 9.816 0.20 9.932 -0.97 10.062 -2.29 9.831 0.05 9.826 0.10 9.852 -0.16
12.341 12.320 0.17 12.487 -1.18 12.115 1.83 12.347 -0.05 12.355 -0.11 12.360 -0.15

As a result of the experiments, several workpieces were used to
compare the similar gauges being calibrated with and without
accessory optics and with and without the use of proposed opti-
mization algorithms. Eleven measurements were carried out for
each gauge at various points of the measuring zone. The obtained
values were averaged. For visual representation of this comparison,
see the Table 1 below.

As follows from the data shown in the Table 1, the two instru-
ments demonstrate approximately the same calibration accuracy
in the centre of the measuring zone. However, the required 0.2%
measurement accuracy is achieved only by the modified gauge
when moving the workpiece within the measuring zone. Subse-
quent measurement errors are mostly determined by the cell dis-
creteness in the CCD module and non-linear distortions in the
optical system.

5. Conclusion

Before the implementation of proposed methods, the gauge cal-
ibration was provided only in the centre of the measuring zone.
Such an approach does not ensure the measurement accuracy in
all possible situations. The implementation of proposed methods
considerably improved the video quality and provided the desired
measurement precision throughout the measuring zone, thereby
raising the competitive capacity of gauge. The proposed optimiza-
tion algorithms can be used in a wide range of measuring devices.

Unlike gauges providing the error normalization in the vicinity
of the centre of the measuring zone, which amounts to 10-15% of
its actual size depending on the model, the suggested calibration
method ensures the efficient error normalization within the entire
measuring zone, without prejudice to final calibration. Using the
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Powell lens (which considerably improved the laser intensity
wavefront) in conjunction with the error correction method pro-
vided the video quality improvement during the cable movement.

The proposed method makes the gauge design more expensive
and increases time of calibration that can be regarded as its down-
sides. However, the improvement of metrological characteristics
by more than 1.5% certainly provides a positive effect. The pro-
posed technology was successfully used in the lot production of
LDM-50 devices [25] manufactured by LTD Redwill, Tomsk, Russia.
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