PSEUDO-RANDOM
NUMBER SAMPLING




Pseudo-Random Number Sampling

Quite often in statistics and simulation we need to obtain samples
of random numbers distributed according to a given probability
distribution.

Modern mathematical software is equipped with pseudo-random
number generator producing uniformally distributed samples.

To generate samples drawn from other distributions we need to
resort to pseudo-random number sampling techniques.



Pseudo-Random Number Sampling

The most common technique is inverse transform sampling
(Smirnov transform, inverse transformation method).

Inverse transform sampling takes uniform samples of a number u
between 0 and 1, interpreted as a probability, and then returns the

largest number x from the domain of the distribution P(X) such
that P(—o < X < x) < u.




Pseudo-Random Number Sampling

Computationally, this method involves computing the quantile

function of the d

istribution — in other words, computing the

cumulative distribution function (cdf) of the distribution and then
inverting that function.

For a continuous ©
density function (
function in an exp

istribution we need to integrate the probability
odf) of the distribution or to obtain quantile

icit form, which is impossible to do analytically

for most distributions (including the normal distribution).




Pseudo-Random Number Sampling

Let X be a random variable whose distribution can be described by
the cdf F,. We want to generate values of X which are distributed
according to this distribution.

The inverse transform sampling method works as follows:

e Generate a random number u from the standard uniform
distribution in the interval [0,1].

* Find the inverse of the desired cdf, Fy 1 (x).

» Compute X = Fy1(u). The computed random variable X has
distribution F,(x).



Pseudo-Random Number Sampling

Ex.: Suppose we have a random variable U~Unif (0,1) and a cdf of
Weibull distribution

FOO =1 exp ( (g)ﬁ)

In order to perform an inversion we want to solve for
F(Fl(w) =u.



Pseudo-Random Number Sampling
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Pseudo-Random Number Sampling

Once the samples of components’ failure times are generated, we
can obtain the sample of the system failures, providing that the
system configuration is known.

For example, if the series system consists of m components and for
each of them failure time samples X<* (i = 1..m) of size n were
generated, then we can get the sample Y of system’s failure times
as follows:

— min x®© i
Y; ie%l,gz)xf ,Jj=1..n



Pseudo-Random Number Sampling

For the parallel hot redundancy system of m components we get:

Y, = max x'o
ie(1,m) /

For the cold standby redundancy system of m components we get:

For the k-out-of-n system

where X is the ordered set.



Pseudo-Random Number Sampling

Ex.: For the system with RBD shown below provide an algorithm of
generating the sample of n system failures.

2
1
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] 4 5

We assume the failure times of components 1 —5 are collected into

samples X1 — X5, respectively.
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Homework Assicnment 1

Consider the system with the RBD according to your assigned
variant. Each RBD has at least one component of the Type 1 with
complex distribution (F;) of its time to failure; other types of
components have exponentially distributed TTF.

1.

Write a Mathcad program that generates n random numbers drawn
from the F, distribution.

Select the values of F, parameters so that its mean would equals T (see
the Table). The I-values of other components are provided in the Table.
Generate the samples of system failure times of size N and 4N, where
N =50+ 2V, and Vis the number of your variant.

Save these samples into separate Excel files.

Reopen the samples in new Mathcad file.
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Homework Assicnment 1

Define the reliability function and the failure probability function for
your system, find the system’s MTTF.

For each generated sample obtain the EDF and Median Rank values
(either by Filliben’s estimate or exact values).

Plot both EDFs together with theoretical failure probability function.
Plot both Median Ranks together with theoretical failure probability
function.

For each generated sample find estimates of the MTTF.

10. Compare the obtained results with the theoretical reliability measures.



Homework Assicnment 1

2 3 4
8T8A Fq T |Cxema = - =
A, 107 | A, 107 | A, 10
1 |basaprypyesa Banepua JlbirablIHOBHa GW 650 6 50 35
2 |borpaHoBa BepoHMKa AHTOHOBHA GCEG 300 3 100
3 |boposcKkoi ApTém PomaHoOBUY Kw-R 750 4 65
4 |Tnebos AnekcaHap nebosuy EW 450 8 100 70
5 |FonoByeHKo CtaHucnas Cepreesuy CWG 1650 2 30
6 |lfopbaueB AnekcaHap Cepreesuy Kw-E 1750 5 20 15 8
7 |VBawknH EBreHni AnekcaHaposuy CWG 800 8 60 40
8 |Kopobos Makcmum Cepreesny ECEG 1150 1 35
9 |Kyutok Tapac Bukroposuy CWG 1300 6 25 15
10 |1laBpeHTbEB BHKTOp GCRG 1450 4 30
11 [/leB4yeHKO Kupmnnn Hnkonaesuny Kw-E 100 7
12 |MaxHo AHHa CepreeBHa Kw-R 1500 1 20
13 |Mycaes Ha3zum EW 550 2 90
14 |Hosukos lMaBen Kw-R 950 3 35
15 |OBaneHKo Hnkuta AnekcaHapoBuy ECEG 1100 7
16 [PaxmaHos Cappgop AxkamonmpganHosmny EW 700 3 45
17 |UbimxuntoB Tumyp bynatosuy Kw-E 850 5 40 30 15
18 [YawmH daHnn AnekcaHaposuy GCEG 1850 1 30
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