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Lecture 1

The Algebra of Events          



The Algebra of Events

Randomness: apparent lack of predictability in events.

A random sequence of events does not follow an intelligible
pattern.

Probability is a quantitative measure of randomness, calibrated
on a scale of 0 to 1.



Probability equals 0 : impossible event.

Probability equals 1 : certain event.
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A random experiment is an experiment that, at least

theoretically, may be repeated infinitely many times

independently and whose outcome cannot be predicted, for

example, the roll of dice.
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Each time the experiment is repeated, an elementary outcome
is obtained.

The set of all elementary outcomes of a random experiment is
called the sample space, which is denoted by Ω.

Sample spaces may be discrete or continuous.
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Discrete sample spaces (finite):

 the number that shows up when rolling a die

 the outcome of a coin tossed twice

 the number of calls received on a given day

Ω = 1,2,3,4,5,6

Ω = 𝐻𝐻,𝐻𝑇, 𝑇𝐻, 𝑇𝑇

Ω = 0,1,2, … , 𝑛 , 𝑛 ≠ ∞
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Discrete sample spaces (infinite):

 the number of die rolls made before getting first “6”

 selecting an integer number from an interval ሾ−10, ሻ∞

Ω = 1,2,3, …

Ω = −10,−9,−8,…
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Continuous sample spaces:

 the time needed to get the first “6” when rolling a die

 choosing a number at random from the interval ሾ0, ሿ1

Ω = 𝑡 ∈ ℝ: 𝑡 > 0

Ω = 𝑥 ∈ ℝ: 0 ≤ 𝑥 ≤ 1
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An event is a set of elementary outcomes.

That is, it is a subset of the sample space .

𝐸 ⊆ Ω

In particular, every elementary outcome is an event, and so is

the sample space itself.
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Remarks

An elementary outcome is sometimes called a simple event,
whereas a compound event is made up of at least two
elementary outcomes.

We should distinguish between the elementary outcome 𝜔,
which is an element of Ω, and the elementary event, which is a
subset of Ω.

𝜔 ∈ Ω
𝜔 ⊂ Ω

- outcome
- event
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Consider the experiment that consists in rolling a die and
recording the number that shows up.

Then, the sample space is Ω = 1,2,3,4,5,6 .

We can define the events

𝐴 = 1,2,4 , 𝐵 = 2,4,6 , 𝐶 = 3,5 , 𝐷 = 6

compound events simple event
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Set theory notation

Notation Set Theory Events

Ω universal set sample space, certain event

∅ empty (null) set impossible event

𝐴 ⊂ Ω, 𝐴 ⊆ Ω (proper) subset event A happens

𝐴𝐶 , ҧ𝐴 complement set
complement event,

“A does not happen”

𝐴⋂𝐵, 𝐴𝐵 intersection both A and B happen

𝐴⋃𝐵 union at least one of A and B happens

𝐴 ∖ 𝐵, 𝐴 − 𝐵 set difference A happens, but B does not

𝐴 △ 𝐵
symmetric 
difference

exactly one of A and B happens

The Algebra of Events



Venn diagrams

𝐴𝐶

𝐴 𝐴⋃𝐵

𝐴⋂𝐵

𝐴 ∖ 𝐵

𝐴 △ 𝐵
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Two (or more) events are said to be mutually exclusive (disjoint,

incompatible) if their intersection is a null set.

𝐴 ∩ 𝐵 = ∅

The Algebra of Events



Consider the experiment that consists in rolling a die and recording the
number that shows up. We have defined the following events:

𝐴 = 1,2,4 , 𝐵 = 2,4,6 , 𝐶 = 3,5 , 𝐷 = 6

Then
𝐴 ∪ 𝐵 = 1,2,4,6 , 𝐶 ∪ 𝐷 = 3,5,6

𝐴 ∩ 𝐵 = 2,4 , 𝐶 ∩ 𝐷 = ∅

Ω ∖ 𝐴 = 𝐴𝐶 = 3,5,6 , 𝐴 ∖ 𝐵 = 1

𝐴 △ 𝐵 = 1,6
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Events 𝐴1, … , 𝐴𝑛 form a partition of the sample space Ω if they
are mutually exclusive:

𝐴𝑖 ∩ 𝐴𝑗 = ∅, 𝑖 ≠ 𝑗

and

ራ

𝑖=1

𝑛

𝐴𝑖 = 𝐴1 ∪ 𝐴2 ∪⋯∪ 𝐴𝑛 = Ω.

The other term for partition is a set of exhaustive events.
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Consider the experiment that consists in rolling a die and
recording the number that shows up. We have defined the
following events:

𝐴 = 1,2,4 , 𝐵 = 2,4,6 , 𝐶 = 3,5 , 𝐷 = 6

Then, events 𝐴, 𝐶 and 𝐷 form a partition of Ω, since

𝐶 ∩ 𝐷 = ∅𝐴 ∩ 𝐷 = ∅ 𝐴 ∩ 𝐶 = ∅

𝐴 ∪ 𝐶 ∪ 𝐷 = 1,2,3,4,5,6
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Cardinality of a set is a measure of the "number of elements of the set".

card 𝐴 ≡ 𝐴

For a finite set 𝐴, card 𝐴 = "number of elements in 𝐴 “.

For infinite sets, their cardinality is expressed with transfinite numbers.

More on transfinite numbers
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Definition of Probability (finite sample space)

Consider a sample space Ω = 𝜔1, 𝜔2, …𝜔𝑛 and an event
𝐴 = 𝑎1, 𝑎2, … 𝑎𝑚 , 𝑚 ≤ 𝑛, 𝐴 ⊆ Ω.

Then, the probability of event 𝐴

Pr 𝐴 = 𝑃 𝐴 =
card 𝐴

card Ω
=

𝑚

𝑛
.

number of outcomes favorable to A

total number of outcomes
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Consider the experiment that consists in rolling a die twice and
recording the number of points.
What is the probability that the total sum of points will be greater or
equal to 10? exactly 10?

Sample space:
Ω = 1; 1 , 1; 2 , … , 6; 6 ,     card Ω = 36

Events:
𝐴 = 4; 6 , 5; 5 , 5; 6 , 6; 4 , 6; 5 , 6; 6

𝐵 = 4; 6 , 5; 5 , 6; 4
Then

Pr 𝐴 =
6

36
=
1

6
, Pr 𝐵 =

3

36
=

1

12
.
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What about infinite sample spaces?

Instead of counting the number of elements, we assign a

measure to the set – nonnegative value, intuitively interpreted

as its size (length, area, volume, etc.).

Then

Pr 𝐴 =
mes 𝐴

mes Ω
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A shooter fires randomly at 𝑎 × 𝑎 square
target which has three concentric circles
of radii 𝑟, 2𝑟 and 3𝑟.

What are the probabilities of hitting each
colored zone (red, blue, green, and
gray)?

  

B
C

a

aA2r r3r

What is the probability of hitting red or blue zone?
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First, we must make an assumption that all
shots hit the 𝑎 × 𝑎 target (no shots placed
outside the square).

Thus, the points inside the target form the
sample space Ω.

  

B
C

a

aA2r r3r

Since the target consists of infinite number of points, we
should determine its measure (area):

mes Ω = 𝑎2
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Next, we should compute measures for each
colored zone (subset, event).

mes 𝐴 = 𝜋𝑟2

mes 𝐵 = 4𝜋𝑟2 − 𝜋𝑟2 = 3𝜋𝑟2

mes 𝐶 = 9𝜋𝑟2 − 4𝜋𝑟2 = 5𝜋𝑟2

mes Ω ∖ 𝐴⋃𝐵⋃𝐶 = 𝑎2 − 9𝜋𝑟2

mes 𝐴⋃𝐵 = 𝜋𝑟2 + 3𝜋𝑟2 = 4𝜋𝑟2

  

B
C

a

aA2r r3r
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Finally, we can obtain the probabilities of hitting
each colored zone.

Pr 𝐴 =
mes 𝐴

mes Ω
= 𝜋 ∙

𝑟2

𝑎2

Pr 𝐵 =
mes 𝐵

mes Ω
= 3𝜋 ∙

𝑟2

𝑎2

Pr 𝐶 =
mes 𝐶

mes Ω
= 5𝜋 ∙

𝑟2

𝑎2

Pr Ω ∖ 𝐴⋃𝐵⋃𝐶 =
mes Ω ∖ 𝐴⋃𝐵⋃𝐶

mes Ω
= 1 − 9𝜋 ∙

𝑟2

𝑎2

  

B
C

a

aA2r r3r
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… and the probability of hitting red or blue zone:

Pr 𝐴⋃𝐵 =
mes 𝐴⋃𝐵

mes Ω
= 4𝜋 ∙

𝑟2

𝑎2

Note, that events 𝐴, 𝐵, 𝐶 and Ω ∖ 𝐴⋃𝐵⋃𝐶 are mutually
exclusive since we can’t hit two different colors
simultaneously.

  

B
C

a

aA2r r3r
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Axioms of Probability

 0 ≤ Pr 𝐴 ≤ 1

 Pr Ω = 1

 if 𝐴 = 𝐴1 ∪ 𝐴2 ∪⋯∪ 𝐴𝑛, where 𝐴1, … , 𝐴𝑛 are mutually exclusive

events, then

Pr 𝐴 =
𝑖=1

𝑛

Pr 𝐴𝑖
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Probability of Union

Pr 𝐴⋃𝐵 = Pr 𝐴 + Pr 𝐵 − Pr 𝐴 ∩ 𝐵

𝐴 ∩ 𝐵 ≠ ∅

𝐵 ⊈ 𝐴
  

A B
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Probability of Union

  
A B

  
A

B

𝐴 ∩ 𝐵 = ∅

Pr 𝐴⋃𝐵 = Pr 𝐴 + Pr 𝐵

𝐴 ∩ 𝐵 = 𝐵𝐵 ⊆ 𝐴

Pr 𝐴⋃𝐵 = Pr 𝐴

Pr 𝐴⋃𝐵 = Pr 𝐴 + Pr 𝐵 − Pr 𝐴 ∩ 𝐵
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Textbook Assignment

Géza Schay. Introduction to Probability with Statistical
Applications
Chapter 2. 5-23 pp.

F.M. Dekking et al. A Modern Introduction to Probability and
Statistics
Chapter 2. 13-24 pp.
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