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Preface 

 

This textbook has been written for the foreign students who come to 

study Bachelor’s course in Electrical Engineering of Tomsk Polytechnical 

University. The author has an experience of course “High Voltage Engineer-

ing” teaching for students who study on English language only, both from 

non-English (France, China, Czech Republic, Vietnam) and English-speaking 

countries (India, Jamaica).     

 There are a lot of different textbooks on this subject of famous profes-

sors (Adolf Schwab, Walter Zaengl, Dieter Kind, Vasiliy Ushakov, C. 

Wadhwa and others). But most of them have too big volume and appropriate 

more for master and post graduate students. General course “High Voltage 

Engineering” is given in our Power Engineering Institute include lectures and 

practice course. An analysis of student’s requirements, their basic fundamen-

tal knowledge level, correlation between auditorium lectures, laboratory 

workshop and self–studying work volume make me prepare the textbook. 

Chapter 1 deals with the fundamental phenomena in gaseous media at 

the applying of electric field. Numerical enter control results show that basic 

fundamentals of gases should be explained more detailed. This chapter con-

tains main kinds of ionization, emission and recombination processes. Here is 

description of main forms and kinds of electrical discharges in gases. 

Chapter 2 discusses main mechanisms of breakdown in condensed die-

lectric materials. Reasons and ways of plasma channel formation are dis-

cussed here.    

Chapter 3 tells about the techniques of generation of high direct and al-

ternative current voltages and high impulse voltages. Methods of measure-

ment of high voltages are discussed in this chapter also.  

Chapter 4 deals with overvoltages. Lightning phenomena, switching 

overvoltages, insulation coordination problem are reported. Protection devic-

es which allow providing reliable work of industrial high voltage equipment 

are shown and described. 

Chapter 5 devoted to new trends in some parts of modern high voltage 

engineering. New approaches to power transformer diagnostics are covered 

and discussed. High current synthetic scheme for circuit breaker phenomena 

investigation and testing is shown. This chapter deals with new information 

which is in special scientific papers only. These are advanced scientific direc-

tions which are developed in High voltage laboratory of Power engineering 

institute of Tomsk polytechnical university. 

 

Tomsk, Summer–Autumn 2012                       Dr. Alexey V. Mytnikov  
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Introduction 

 

High voltage engineering has very wide range of application in many 

areas of modern industry. High voltage engineering occupies an important 

place in power engineering development all over the World. Problem of sta-

ble work supply of any electric energy system is solved by means of high 

voltage technology using: reliable external and internal insulation perfor-

mance, timely and high quality diagnostic of all high voltage equipment 

range, overvoltages restriction and reliable protection, high voltage equip-

ment testing, advanced high voltage equipment development and many oth-

ers.  

High voltage is used in electro–physical installations for pulsed power 

purposes: charge particle accelerators, power lasers, plasma sources and 

thermonuclear reactors. High voltage is widely used in technological pro-

cesses such as: electroseparation, electrofiltering, pulsed magnetic field 

treatment, plasmachemistry, nanostructure material synthesis with new prop-

erties.   

In this connection, a studying of High Voltage Engineering course is 

necessary for every high qualified specialist in electrical engineering. 
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CHAPTER 1. ELECTROPHYSICAL PROCESSES IN GASES 

 

 

1.1. Basic fundamentals of kinetic gas theory 
 

All gases are good dielectric materials. Basic electro–physical processes 

of charges appearing are considered in gases. Before proceeding to discuss 

breakdown in gases a brief review of the fundamental principles of kinetic 

theory of gases, which are pertinent to the study of gaseous ionization and 

breakdown, will be presented. The review will include the classical gas laws, 

followed by the ionization and decay processes which lead to conduction of 

current through a gas and ultimately to a complete breakdown or spark for-

mation. 

To begin a consideration of charge carriers generation and electrical dis-

charges processes, it is necessary to overview main basic fundamentals of in-

ner gas structure. There are kinetic gas theory laws, distribution of velocities, 

free paths distribution of molecules and electrons, collision–energy transfer, 

types of collisions and etc. In the absence of electric or magnetic fields 

charged particles in weakly ionized gases participate in molecular collisions. 

Their motions follow closely the classical kinetic gas theory. The oldest gas 

law established experimentally by Boyle and Mariotte states that for a given 

amount of enclosed gas at a constant temperature the product of pressure (p) 

and volume (V)  is constant or: 

                                      constCpV                              (1.1)  

In the same system, if the pressure is kept constant, then the volumes V 

and V0 are related to their absolute temperatures T and T0 (in K) by Gay–

Lussac’s law: 

                                             
00

T

T

V

V
                    (1.2) 

When temperatures are expressed in degrees Celsius, equation (1.2) be-

comes:  

 

273

273

0




V

V
                                             (1.3) 

 

Equation (1.3) suggests that as we approach  273°C the volume of 

gas shrinks to zero. In reality, all gases liquefy before reaching this value. 

According to equation (1.2) the constant C in equation (1.1) is related to 



 6 

a given temperature T0 for the volume V0: 

                                           
00

CpV                                                     (1.4) 

 

Substituting V0 from equation (1.2) gives: 

            T
T

C

V

p










0

0

                                                (1.5) 

The ratio C0 /T0   is called the universal gas constant and is denoted by 

R. Equation (1.5) then becomes: 

  

                                        CRTpV                                                (1.6) 

 

Numerically R is equal to 8.314 joules/°K mol. If we take n as the num-

ber of moles, i.e. the mass m of the gas divided by its mol–mass, then for the 

general case equation (1.1) takes the form: 

 

                                        nRTnCpV                                          (1.7) 

 

Equation (1.7) then describes the state of an ideal gas, since we assumed 

that R is a constant independent of the nature of the gas. Equation (1.7) may 

be written in terms of gas density N in volume V could contain about N1 gas 

molecules. Putting
A

NN  where 231002.6 
A

N molecules/mole, NA is 

known as the Avogadro’s number. Then equation (1.7) becomes: 

 

kTNRT
N

N
pV

A

1

1   or NkTp                           (1.8) 

The constant 
A

N
Rk  is the universal Boltzmann’s constant 

( 23103804.1  joules/°K) and N is the number of molecules in the gas. 

If two gases with initial volumes V1 and V2 are combined at the same 

temperature and pressure, then the new volume will be given by 

 

                                    
N

VVVVV  .....
321

                                (1.9) 

 

Combining equations (1.7) and (1.9) gives: 

 

p

RTn

p

RTn

p

RTn
V n .....21  

rearranging 
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V

RTn

V

RTn

V

RTn
n n .....21  

                                             or 

                               
n

pppp .....
21
                                              (1.10) 

where  p1 , p2 ,... , pn   denote  the  partial  pressures  of  gases  1, 2,.. . , n. 

Equation (1.10) is generally referred to as the law of partial pressures. Equa-

tions (1.1) to (1.10) can be derived directly from the kinetic theory of gases 

developed by Maxwell in the middle of the nineteenth century. A brief deri-

vation will be presented. 

The fundamental principals for the kinetic theory of gas is derived 

with the following assumed conditions: 

1. Gas consists of molecules of the same mass which are assumed 

spheres. 

2. Molecules are in continuous random motion. 

3. Collisions are elastic – simple mechanical. 

4. Mean distance between molecules is much greater than their diame-

ter. 

5. Forces between molecules and the walls of the container are negligi-

ble [1]. 

Consider a cubical container of side l=1 m as shown in Fig. 1.1 with N1 

molecules, each of mass m and velocity u. Let us resolve the velocity into 

components 
zyx

uuu ,, , where 2222

zyx
uuuu  . Suppose a molecule of mass m 

is moving in the x-direction with velocity ux. As it strikes the wall of contain-

er plane YZ it rebounds with the velocity
x

u . The change in momentum, 

therefore, is:
xxx

mumumum 2)(  . For the cube of side l the number of 

collisions per second with the right–hand wall is
l

u
x

2
, therefore 

l

mu

l

umu
moleculem xxx 

2

2
sec// , but the same molecule will experience 

the same change in momentum at the opposite wall. 

Hence moleculem sec// in the x–direction is
l

mu
x

22
. For the three-

dimensional cube with total change in momentum per second per molecule 

(which is the force) we obtain the force per particle as: 

 

                     
l

mu
uuu

l

m
F

zyx

2

222 22
                                        (1.11) 
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Figure 1.1 Resolution of molecular forces 

As kinetic energy for a particle is 
2

2mv
W  , therefore 

l

W
F 4 . For N1 

particles the energy due to different velocities u of particles will become the 

mean energy, and therefore 
l

WN
14 . Force leads to pressure p, taking into ac-

count the total area of the cube ( 26lA ), it could be written: 

 

                      
32

1

3

2

6

4

l

WN

ll

WN

A

F
p 


                                            (1.12)   

Comparing equations (1.8) and (1.12) and taking into account that 

volumeVl 3  leads to: WNpV
1

3

2
 . 

Comparing equation (1.12) with equation (1.1) we note that these equa-

tions are identical for constant temperature. Using equation (1.8) 

gives: NkTWNW
V

N
pV 

3

2

3

2
1 , which leads to the expression for mean 

energy per molecule: 

 

    kTW
2

3
                                                          (1.13) 
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Important question is velocity distribution of molecules. It  has  been  

shown  using  probability consideration that the distribution of molecular ve-

locities depends on both the temperature and the molecular weight of the gas. 

The mathematical analysis shows the most probable velocity is neither the 

average nor the velocity of all the molecules. The velocity u of gas molecules 

or particles has a statistical distribution and follows the Boltzmann – Max-

well distribution given by the expression: 

 

                    
p

u

u

p

u

u

du
e

u

u

N

dN
duuf p













































2
2

4
)(


                         (1.14) 

where up is most probable velocity and 
N

dN
u  the relative number  of 

particles whose instantaneous velocities lie in the range 
p

u
u  and  

p
u

duu  .   

Let 

p

u

p

u

du
N

dN

u

u
f 














 and 

p

r
u

u
u   (relative velocity).  

Introducing this dimensionless variable into equation (1.14) gives the 

function representing velocity distribution  

 
2

24
)( ru

rr
euuf





     with  
rr

u duuf
N

dN
)( .                                   (1.14a) 

 

The distribution function corresponding to equation (1.14a) is shown in 

Fig. 1.2. It should be noted that the function is asymmetrical about the most 

probable velocity up. A greater number of particles has a velocity higher than 

up. The average velocity u  is obtained from integrating ur from 0 to  .  

 

 


 24
)(

2

0 0

3 






  r

u

u

rrrrr
dueuduufuu r

r

 or 

                                        
ppr

uuuu 128.1                                   (1.15) 

 

The reference measuring system (r.m.s.) [2] or effective value of veloci-

ty is obtained by squaring ur and obtaining the average square value  
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2

34
)()(u

0

4

0

22

r

2

 







r

u

r

u

rrreff
dueuduufu r

r


              (1.16) 

 

 

 

 
Figure 1.2. Distribution of velocities: 

up - most probable, - averadge, ueff  - effective 

 

The mean kinetic energy of the particle given by equation (1.13) re-

lates its effective velocity to the temperature ( )
2

3

2

1 2 kTmv
eff
 and we obtain: 

 

m

kT
u

m

kT
u

m

kT
u

peff

2
;

8
;

3



                                            (1.17) 

Hence the respective velocities remain in the ratio 

124.1:128.1:1:: 
effp

uuu .  

It should be noted that the foregoing considerations apply only when the 

molecules or particles remain in thermal equilibrium, and in the absence of 

particle acceleration by external fields, diffusion, etc. If the gas contains elec-

trons or ions or other atoms that are at the same temperature, the average par-

ticle energy of such mixture is kT
2

3
 . 

The values of the mean molecular velocities calculated for 20°C and 

760 Torr for several of the common gases are included in Table 1.1 [3]. 
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Table 1.1 Mean molecular velocities at 20°C and 760 Torr 

 
 

The free path   is defined as the distance molecules or particles travel 

between collisions. The free path is a random quantity and as we will see its 

mean value depends upon the concentration of particles or the density of the 

gas. To derive the mean free path  assume an assembly of stationary mole-

cules of radius r1 , and a moving layer of smaller particles of radius r2 as par-

ticles move, their density will decrease as shown in Fig. 1.3. As the smaller 

particles move, their density will decrease due to scattering caused by colli-

sions with gas molecules. If we assume that the moving particles and mole-

cules behave as solid spheres, then a collision will occur every time the cen-

tres of two particles come within a distance r1 + r2. The area for collision 

presented by a molecule is then  2
21

rr   and in a unit volume it is 

 2
21

rrN  . This is often called the effective area for interception where N = 

number of particles per unit volume of gas. If we consider a layer of thick-

ness dx, distant x from the origin (Fig. 1.3) and n(x) the number of particles 

that survived the distance x, then the decrease in the moving particles due to 

scattering in layer dx is: 

  

                                   dxrrNxndn 2

21
)()(   . 

 

Assuming the number of particles entering (at x=0) is n0, integration 

gives: 

 

                                         
  xrrN

eNxn
2

21

0
)(


                                  (1.18) 

 



 12 

 
 

Figure 1.3 Model for determining free paths 

 

The probability of free path of length x is equal to the probability of col-

lisions between x and x + dx. The mean free path is x  obtained as fol-

lows. Differentiating equation (1.18) we obtain: 

 

                               
.)(

2
21

2

21

0

dxerrN
n

dN
xf

xrrN 


  

For mean free path: 

 

 
2

210

)(2

21

0 )(

1
)()(

2
21

rrN
dxxerrNdxxxfx

x

xrrN

x 
 








 
        (1.19) 

The denominator in equation (1.19) has the dimensions of area and the 

value  2
21

rr   is usually called the cross–section for interception or simply 

collision cross–section and is denoted by : 

  

    



N

1
                                                            (1.20) 

 

We will see later that the collisions between the incoming particles and 

the stationary molecules may lead to processes such as ionization, excitation, 

attachment and many others. If we put in equation (1.20) NQ  , then Q 

will represent the effective cross–section presented by molecules or  particles 

in unit volume of gas for all collisions for density of N molecules per volume. 

If, for example, only a fraction Pi of collisions between the incoming parti-
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cles and the gas particles leads to ionization then Pi is the probability of ioni-

zation. Thus if only ionizing collisions are counted, the molecules present an 

effective area of only PiQ=Qi; Qi is the effective cross–section for ioniza-

tion. Similarly for other processes, excitation Qe, photoionization Qph, at-

tachment Qa, etc., including elastic collisions can be taken into account: 

 

  .....
apheielastic

QQQQQQ                                      (1.21) 

 

Atomic cross–sections ( ) for different processes vary over a wide 

range. For ionization they can rise to some 16102  cm
2
, but for collisions re-

sulting in nuclear reactions they may be 10
-24

cm
2
 or less. In deriving the ex-

pression (1.19) it was assumed that the struck molecules were stationary, i.e. 

the molecules of gas type 2 had no thermal velocity. In reality this is not true. 

It can be shown that the expression giving the collisional cross–section must 

be still multiplied by a factor 

                                                  
2

11
m

m
  

with m1 and m2 the mass of each gas component. In a gas mixture the colli-

sional cross–section of particles of type 1 of gas (m1 , r1 , N1)  becomes equal 

to the sum of all collisional cross–sections  of the other particles of types of 

gas m2 , m3 ,..., r2 , r3 ,..., N2 , N3 ,.. . Thus the mean free path of particles of 

type 1 is: 

                       







n

i
i

ii
m

m
rrN

1

2

1

1

1)(

1



                                        (1.22) 

For an atom in its own gas r1=r2=r, u1=u2.  Then: 

 

                                
Nr

a 224

1


                                                    (1.23) 

For an electron in a gas r1<<r2 and m1 <<m2 equation (1.22) gives: 

 

           
Nr

e 2

2

1


  or    

aae
 66.524                                    (1.24) 

 

Table 1.2 shows examples of mean free path (gas) for gases of different 

molecular weight [4]. 
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Table 1.2 Mean free paths measured at 15°C and 760 Torr 

 
From equation (1.8), it follows that the mean free path is directly pro-

portional to temperature and inversely as the gas pressure: 

                               
0

0

0
),(

pT

Tp
Tp                                                  (1.25) 

Considering a typical practical case with values for average velocities 

of gas sec/500mu  and the mean free path m710  we obtain the num-

ber of collisions per second: 

                          sec/5
sec

1
105 9 ncollisions

u
v 


. 

The average time between two collisions: 

                                sec2.0
105

11
9

n
v

t 


 . 

 

In the earlier section it was shown that molecular collisions are random 

events and these determine free paths. Hence, free path is a random quantity 

and will have a distribution about a mean value. For the system in Fig. 1.3 

the mean free path is given by equation (1.19). 

                                       
2

21
)(

1

rrN 



 , 

N being the gas density and r1 and r2 the radii of the two types of particles. 

The distribution function of free paths is obtained from equation (1.18): 

 

      



x

x

n

n

dx
dn

0

ln
0


    or    

x

enxn



0

)(                                          (1.26) 

where n(x) = number of molecules reaching a distance x without collisions, 

dn = number of molecules colliding thereafter within a distance dx, n0 = to-

tal number of molecules at x = 0. Equation (1.26) is plotted in Fig. 1.4.  
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Figure 1.4 Distribution of free paths 

 

It is seen that the percentage of molecules that survive collisions are on-

ly 36 per cent.  The exponent in equation (1.26) may also be written in terms 

of collision cross–sections defined by equation (1.20), to represent absorption 

or decay of particles along the path x or  

 

                                           xNenn 
0

                                               (1.27) 

 

where  may include photo–absorption, attachment, etc.  

Next important term of gas theory is collision–energy transfer. The col-

lisions between gas particles are of two types: a) elastic or simple mechani-

cal collisions in which the energy exchange is always kinetic, and b) inelas-

tic in which some of the kinetic energy of the colliding particles is transferred 

into potential energy of the struck particle or vice versa [3,4]. Examples of 

the second type of collisions include excitation, ionization, attachment, etc., 

which will be discussed later. To derive an expression for energy transfer be-

tween two colliding particles, let us consider first the case of an elastic colli-

sion between two particles of masses m and M. Assume that before collision 

the particle of large mass M was at rest and the velocity of the smaller parti-

cle was u0 in the direction shown in Fig. 1.5. 
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Figure 1.5 Energy transfer during elastic collision 

 

After collision let the corresponding velocities be u1 and V, the latter 

along line of centres as shown.   is the incidence angle and  is the scatter-

ing angle. The fractional energy loss by the incoming particle during a colli-

sion at an angle   is then given by: 

 

                                    






 


2

0

2

1

2

0)(
u

uu
                                          (1.28) 

Since the collision is assumed to be kinetic, the equations for conserva-

tion of momentum and energy are: 

 

    coscos
10

MVmumu                                         (1.29) 

     sinsin
1

MVmu                                          (1.30) 

   22

1

2

0
2

1

2

1

2

1
MVmumu                                               (1.31) 

Squaring equations (1.29) and (1.30) and adding and combining with 

equation (1.31) we obtain: 

 

    
mM

mu
V




cos2
0 .                                               (1.32) 

Rearranging equation (1.31) and combining with equation (1.28) gives: 

   
2

2

2

0

2

)(

cos4

Mm

mM

mu

MV





                                          (1.33) 

To obtain the mean fractional energy loss per collision, let P( ) be the 

probability of a collision at an angle of incidence between   and d . The to-

tal area presented for collision is  2
21

rr  . The probability of a collision 
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taking place between   and d  is the ratio of the projected area (Fig. 1.5) to 

the whole area or: 

 

  

 








































2

0
2sin

)(

cossin)(2
)(

21

21

for

for
d

rr

drr
dP . 

 

The mean fractional loss of energy per collision allowing for collisions 

at all angles is: 

 

   



 


2

0

2

0

)(

)(










dP

dP

                                      (1.34) 

 

Using equations (1.33) and (1.34), we obtain: 

 

    
2)(

2

Mm

mM


                                                (1.35) 

 

If we consider the case when the incoming particle is an ion of the same 

mass as the struck particle, then m=M and equation (1.35) gives 

2
1 which indicates a high rate of energy loss in each elastic collision. 

On the other hand, if the incoming particle is an electron, then m<<M and 

equation (1.35) gives
M

m2
 . The average fraction of energy lost by an 

electron in an elastic collision is therefore very small. For example, if we 

consider the case of electrons colliding with He gas atoms, the average frac-

tional energy loss per collision  is 4107.2  and in argon it is 5107.2  . 

Thus electrons will not readily lose energy in elastic collisions whereas ions 

will. Let us now consider the case when part of the kinetic energy of the in-

coming particle is converted into potential energy of the struck particle. Then 

applying the laws of energy and momentum conservation we obtain: 

                             
P

WMVmumu  22

1

2

0
2

1

2

1

2

1
                              (1.36) 

                         MVmumu 
10

                                     (1.37) 

 



 18 

where WP is the increase in potential energy of the particle of mass M initially 

at rest. Substituting equation (1.37) into equation (1.36) and rearranging we 

obtain: 
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P
.              (1.38) 

For the conditions of constant kinetic energy of the incoming particles, 

differentiation of equation (1.38) with respect to u1 gives the maximum  of 

energy transfer when: 

                       0max 
du

dW
P   or  

Mm

m

u

u




0

1                                      (1.39) 

 

Equation (1.39) shows that the potential energy gained from the incident 

particle reaches a maximum value when the ratio of its final to initial velocity 

equals the ratio of its mass to the sum of masses of the individual particles. 

When the colliding particles are identical, the maximum kinetic to potential 

energy transfer occurs when 
2

0
1

u
u   On the other hand, if the colliding par-

ticle is an electron of mass m<<M the maximum energy transfer corresponds 

to 
01

)( u
M

mu   which means that the new velocity u1 becomes only a small 

fraction of the original velocity. For the case when the target particle was ini-

tially at rest, the maximum amount of potential energy gained will be given 

by the expression obtained by inserting the value of velocity u1  from equa-

tion (1.39) into equation (1.38) or: 

 

                           
2

2

0

max

mu

Mm

M
W

P


 .       (1.40) 

For an electron m<<M, equation (1.40) becomes: 

 

                        
22

1 2

0

max

mu
W

P
                                               (1.41) 

or almost all its kinetic energy is converted into potential energy. Thus 

we will see later that electrons are good ionizers of gas, while ions are not. 

To cause ionization the incoming electrons must have a kinetic energy of at 

least 
i

eVmu 2

0
2

1
, where Vi is the ionization potential of the atom or mole-

cule.  
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1.2 Charge particles generation, movement and recombination 

1.2.1 Ionization processes 
 

Breakdown channel in gases is formed as result of different ionization 

processes in volume of anode–cathode gap (volume ionization) and metal 

electrode surface (surface ionization). Main volume ionization processes 

are: impact ionization, step ionization, photoionization, ionization by in-

teraction of metastabes with atoms, thermal ionization, field ionization. At 

normal temperature and pressure gases are excellent insulators. The conduc-

tion in air at low field is in the region 10
16

– 10
17 

A/cm
2

. This current results 

from cosmic radiations and radioactive substances present in earth and the 

atmosphere. At higher fields charged particles may gain sufficient energy be-

tween collisions to cause ionization on impact with neutral molecules.  It was 

shown in above that electrons on average lose little energy in elastic colli-

sions and readily build up their kinetic energy which may be supplied by an 

external source, e.g. an applied field. On the other hand, during inelastic col-

lisions a large fraction of their kinetic energy is transferred into potential en-

ergy, causing, for example, ionization of the struck molecule. Ionization by 

electron impact is for higher field strength the most important process leading 

to breakdown of gases. The effectiveness of ionization by electron impact 

depends upon the energy that an electron can gain along the mean free path 

in the direction of the field.  

If 
e
 is the mean free path in the field direction of strength E then the av-

erage energy gained over a distance  is
e

eEW  . This quantity is propor-

tional to E/p since 
e
 is proportional to 1/p. To cause ionization on impact 

(impact ionization) the energy W must be at least equal to the ionization 

energy of the neutral atom or molecule (eVi). Electrons with lower energy 

than eVi may excite particles and the excited particles on collisions with elec-

trons of low energy may become ionized (step ionization). Furthermore, not 

all electrons having gained energy 
i

eVW  upon collision will cause ioniza-

tion. This simple model is not applicable for quantitative calculations, be-

cause ionization by collision, as are all other processes in gas discharges, is a 

probability phenomenon, and is generally expressed in terms of cross-

section for ionization defined as the product 
ii

P   where Pi is the proba-

bility of ionization on impact and   is the molecular or atomic cross-

sectional area for interception defined earlier. The cross–section 
i

  is meas-

ured using mono–energetic electron beams of different energy. The variation 

of ionization cross–sections for H2, O2 and N2 with electron energy is shown 

in Fig. 1.6. It is seen that the cross–section is strongly dependent upon the 
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electron energy. At energies below ionization potential the collision may lead 

to excitation of the  

  
Figure 1.6 Variation of ionization cross–sections  

for O2 , N2 , H2  with electron energy 

 

struck atom or molecule which on collision with another slow moving elec-

tron may become  ionized.  This process becomes significant only when den-

sities of electrons are high. Very fast moving electrons may pass near an at-

om without ejecting an electron from it. For every gas there exists an opti-

mum electron energy range which gives a maximum ionization probability.  

In the absence of electric field the rate of electron and positive ion gen-

eration in an ordinary gas is counterbalanced by decay processes and a state 

of equilibrium exists. This state of equilibrium will be upset upon the appli-

cation of a sufficiently high field. The variation of the gas current measured 

between two parallel plate electrodes was first studied as a function of the 

applied voltage by Townsend [5]. Townsend found that the current at first 

increased proportionately with the applied voltage and then remained nearly 

constant at a value i0 which corresponded to the background current (satura-

tion current), or if the cathode was irradiated with a u.v. light, i0 gave the 

emitted photocurrent.  At still higher voltage the current increased above the 

value i0 at an exponential rate. The general pattern of the current – voltage 

relationship is shown schematically in Fig. 1.7. 
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Figure 1.7 Current – voltage relationship in prespark region 

 

The increase in current beyond V2 Townsend ascribed to ionization of 

the gas by electron collision. As the field increases, electrons leaving the 

cathode are accelerated more and more between collisions until they gain 

enough energy to cause ionization on collision with gas molecules or atoms. 

To explain this current increase Townsend introduced a quantity  , known 

as Townsend’s first ionization coefficient, defined as the number of electrons 

produced by an electron per unit length of path in the direction of the field. 

Thus if we assume that n is the number of electrons at a distance x from the 

cathode in field direction (Fig. 1.8) the increase in electrons dn in additional  

 

 
Figure 1.8 Schematic representation of electron multiplication: 

a – gap arrangement, b – electron avalanche 
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distance dx is given by: 

 

    ndxdn  . 

Integration over the distance (d) from cathode to anode gives: 

 

    denn 

0
                            (1.42)  

 

where n0 is the number of primary electrons generated at the cathode. In 

terms of current, with I0 the current leaving the cathode, equation (1.42) be-

comes: 

    deII 

0
                                              (1.43) 

 

The term de in equation (1.42) is called the electron avalanche and it 

represents the number of electrons produced by one electron in travelling 

from cathode to anode. The electron multiplication within the avalanche is 

shown diagrammatically in Fig. 1.8. The increase of current (avalanche   

growth) shown in the diagram (Fig. 1.8(b)) would be keII  , with k = number 

of ionizing steps (
i

x
k


 ). The transition for infinitely small values of 

dxatdx
xx
   )(lim  leads to the expression xe . 

 The quantity , although a basic quantity describing the rate of ioniza-

tion by electron collision, cannot be readily calculated from the measured 

cross–section for ionization. The latter is determined for mono-energetic 

electrons and calculation of  from value of 
i

 is only possible when the 

electron energy distribution in the gas is known. For “swarm” conditions 

Raether derived a relationship between and
i

 , which is of the form: 

 

   



0

)()(
1

dvvfvv
uN

i

e




. 

  With N the concentration, molecules/atoms, )(vf the distribution of 

velocities of electrons, and ue the drift velocity of electrons in the field direc-

tion. A simple derivation is possible for simple gases (non-attaching) using 

the Clausius distribution of free paths (Fig. 1.4) and applying it to electrons. 

We have seen that at a constant temperature for a given gas the energy 

distribution W depends only on the value E/p.  Also for a given energy dis-

tribution the probability of an ionization occurring will depend on the gas 

density or pressure. Therefore, we can write: 
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
                                    (1.44)    

 

Equation (1.44) describes a general dependence of 
p

  upon 
p

E which 

has been confirmed experimentally. A derivation of expression for this de-

pendence is possible for simple gases, using the Clausius distribution (equa-

tion (1.27)) for free paths applied to electrons. This means that we assume 

that this distribution will not be altered by the additional velocity of electrons 

in field direction. Then all electrons which acquire energy
i

eVW  , where 

Vi is the ionization potential, will ionize the gas. These electrons have trav-

elled a distance x, and using equation (1.27) the fraction of electrons with 

paths exceeding a given value x is: 

 

                                     
x

exf


)(/  

 

The number of successful collisions – the ionization coefficient  – 

clearly related to this distribution, and is certainly directly proportional to the 

decay of collisions in the intervals between x and x + dx , or: 

 

  




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


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




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i

e
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                                                       (1.45) 

 

where x
i
  is ionizing free path. The above treatment assumes  

E
, i.e. 

the velocity distribution is not altered by the additional velocity of electrons 

in the field direction. In reality there is a serious difference between  and 

E
  as shown below on Fig.1.9.  
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Figure 1.9 Schematic representation of a difference between 

field direction and real free paths 

 

Introducing from equation (1.8) N, for a gas pressure p the mean free 

path becomes: 

     
i

p

kT


  . 

So, taking into account (1.44) and abovementioned determination of 

E/p, we can conclude: 
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where 

    
kT

A i

T




)(
;   

kT

V
B ii

T




)(
.                         (1.47) 

Constant values of A and B, equation (1.47) determines the ionization 

process within certain ranges of E/p. Therefore, for various gases the con-

stants A and B have been determined experimentally and can be found in the 

literature. Some of these experimental values for several of the more com-

mon gases are listed in Table 1.3. 
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Table 1.3 Ionization constants A and B (T=20 C)    
 

 
 

The constants A and B in equation (1.47), as derived from kinetic theory, 

rarely agree with the experimentally determined values. The reasons of this 

disagreement lie in the assumptions made in our derivations. We assumed 

that every electron whose energy exceeds eVi will automatically lead to ioni-

zation. In reality the probability of ionization for electrons with energy just 

above the ionization threshold is small and it rises slowly to a maximum val-

ue of about 0.5 at 4 to 6 times the ionization energy. Beyond that it decreas-

es. We have also assumed that the mean free path is independent of electron 

energy which is not necessarily true. A rigorous treatment would require tak-

ing account of the dependence of the ionization cross–section upon the elec-

tron energy. 

Using the experimental values for the constants A and B for N2 and H2 in 

equation (1.47), the graphical relationship between the parameters 
p

 and 

E/p has been plotted in Fig. 1.10. The values have been corrected to T= 0°C. 

It should be noted that theoretically 
p

  begins at zero value of E/p, which 

follows form distribution of free path which have values for 0 to  . 
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Figure 1.10 Dependence of 
p

  on E/p in N2 and H2 reduced to 0 C 

Electrons of lower energy than the ionization energy eVi may on colli-

sion excite the gas atoms to higher states. The reaction may be symbolically 

represented as KeA  energy *** ;; AhvAAeA  ; represents the at-

om in an excited state. On recovering from the excited state in some10
-7

 –10
-

10
 sec, the atom radiates a quantum of energy of photon hv which in turn may 

ionize another atom whose ionization potential energy is equal to or less than 

the photon energy. The process is known as photoionization and may be rep-

resented as eAhvA   , where A represents a neutral atom  or  molecule 

in the gas and hv the photon energy. Expression 
i

eVhv   is photoionization 

condition. It is necessary to say, that only very short wavelength light quanta 

can cause photoionization of gas. For example, the shortest wavelength radi-

ated from a u.v. light with quartz envelope is 145 nm, which corresponds to 

eVi = 8.5 eV, lower than the ionization potential of most gases. The probabil-

ity of photon ionizing a gas or molecule is maximum when 
i

eVhv   is small 

enough and is in the range (0.1 – 1eV).   

Photoionization is a secondary ionization process and may be acting in 

the Townsend breakdown mechanism and is essential in the streamer break-

down mechanism and in some corona discharges. If the photon energy is less 

than eVi it may still be absorbed by the atom and raise the atom to a higher 

energy level. This process is known as photoexcitation. The photoexcitation 

is a reason of strong enough fluorescence of all electrical discharges. 
In certain elements the lifetime in some of the excited electronic states 
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extends to seconds. These states are known as metastable states and the at-

oms in these states are simply referred to as metastables represented by A
m
. 

Metastables have a relatively high potential energy and are therefore able to 

ionize neutral particles. If V
m
, the energy of a metastable A

m
,  exceeds Vi, the 

ionization of another atom B, then on collision ionization may result accord-

ing to the reaction 

eBABAm   . 

 

For V
m 

of an atom 
i

m VA   of an atom B the reaction may lead to the ex-

citing of the atom B which may be represented by *BABAm  . 

Another possibility for ionization by metastables is when 2V
m 

for A
m
 is 

greater than Vi for A. Then the reaction may proceed as 

..EKeAAAA mm   , where K.E. is kinetic energy. This last reac-

tion is important only when the density of metastables is high. 

Another reaction may follow as: 

.

;2
*

2

*

2

hvAAA

AAAAm




 

The photon released in the last reaction is of too low energy to cause 

ionization in pure gas, but it may release electrons from the cathode. 

Ionization by metastable interactions comes into operation long after 

excitation, and it has been shown that these reactions are responsible for long 

time lags observed in some gases. It is effective in gas mixtures. 

The term thermal ionization, in general, applies to the ionizing actions 

of molecular collisions, radiation and electron collisions occurring in gases at 

high temperature. If a gas is heated to sufficiently high temperature many of 

the gas atoms or molecules acquire sufficiently high velocity to cause ioniza-

tion on collision with other atoms or molecules. Thermal ionization is the 

principal source of ionization in flames and high–pressure arcs. 

In analysing the process of thermal ionization, the recombination be-

tween positive ions and electrons must be taken into account. Under thermo-

dynamic equilibrium conditions the rate of new ion formation must be equal 

to the rate of recombination. Using this assumption Saha (Indian physicist) 

derived an expression for the degree of ionization in terms of the gas pressure 

and absolute temperature as follows: 
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                     (1.48) 

where p is the pressure in torr, Wi the ionization energy of the gas, k Boltz- 

mann’s constant, the ratio of ni/n, and ni the number of ionized particles of 

total n particles. The strong dependence of on temperature in equation (1.48) 

shows that the degree of ionization is negligible at room temperature. On 

substitution of values Wi, kT, p and T in equation (1.48) we find that thermal 

ionization becomes significant for temperatures above 3000 K. 

 

1.2.2 Recombination processes 

 

Whenever there are positively and negatively charged particles present, 

recombination takes place. The potential energy and the relative kinetic ener-

gy of the recombining electron – ion is released as quantum of radiation. At 

high pressures, ion – ion recombination takes place. The rate of recombina-

tion in either case is directly proportional to the concentration of both posi-

tive ions and negative ions. For equal concentrations of positive ions n+ and 

negative ions n- the rate of recombination is written as: 

 

                      


  nn
dt

dn

dt

dn
                                                    (1.49) 

 

where is a constant known as the recombination rate coefficient. 

 Since 
i

nnn 


and we assume that at initial time moment t=0, ni 

=ni0 and at time moment t: ni =ni(t), then equation (1.49) can be written as: 
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 Integration gives: 
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The half–time duration, during which time the concentration of ions has 

decreased to half its original value, is given by expression: 



 29 

 

                                    


0

1

i

n
n

t                             (1.51) 

 

The variation of the recombination rate coefficient  with pressure in air 

is shown in Fig. 1.11. 

 

   
 

Figure 1.11 Recombination coefficient in air at 20 C 

 

One of important recombination process is deionization by attach-

ment. A base of this process is negative ion formation. Certain atoms or 

molecules in their gaseous state can readily acquire a free electron to form a 

stable negative ion. Gases, whether atomic or molecular, that have this ten-

dency are those that are lacking one or two electrons in their outer shell and 

are known as electronegative gases. Examples include the halogens (F, Cl, 

Br, I and At) with one electron missing in their outer shell, O, S, Se with two 

electrons deficient in the outer shell. 

For a negative ion to remain stable for some time, the total energy must 

be lower than that of an atom in the ground state. The change in energy that 

occurs when an electron is added to a gaseous atom or molecule is called the 

electron affinity of the atom and is designated by Wa. This energy is released 

as a quantum or kinetic energy upon attachment.  

Table 1.4 shows electron affinities of some elements.  
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Table 1.4 Electron affinities of some elements 

  
  

There are several processes of negative ion formation: 

a) The simplest mechanism is one in which the excess energy upon at-

tachment is released as quantum known a radiative attachment.  This pro-

cess is reversible, that is the captured electron can be released by absorption 

of a photon known as photodetachment. Symbolically the process is repre-

sented as: 

    hvAeA   . 

b) The excess energy upon attachment can be acquired as kinetic energy 

of a third body upon collision and is known as a third body collision attach-

ment, represented symbolically as: 

   )(
k

WBABAe     (Wa =Wk). 

c) A third process is known as dissociative attachment which is predom-

inant in molecular gases. Here the excess energy is used to separate the mol-

ecule into a neutral particle and an atomic negative ion, symbolically ex-

pressed as: 

    BAABABe  )*( . 

d) In process (c) in the intermediate stage the molecular ion is at a high-

er potential level and upon collision with a different particle this excitation 

energy may be lost to the colliding particle as potential and/or kinetic energy. 

The two stages of the process here are: 

    
.)(*)(

*)(

PK
WWAABAAB

ABABe








 

Other processes of negative ion formation include splitting of a mole-
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cule into positive and negative ions upon impact of an electron without at-

taching the electron: 

  eBAABe   , 

and a charge transfer following heavy particle collision, yielding an ion pair 

according to: 

    BABA . 

All the above electron attachment processes are reversible, leading to 

electron detachment. The process of electron attachment may be expressed 

by cross–section for negative ion formation 
A

 in an analogous way to ioni-

zation by electron impact.  Typical examples of the variation of attachment 

cross-section with electron energy for processes (b) and (c) measured in SF6 

and CO2 are shown in Figs 1.12 and 1.13 respectively. 

 

 
Figure 1.12  Variation of attachment cross-section with electron energy in 

SF6. 
1 - Radiative attachment, 2 - Dissociative attachment 

 

Cumulatively the process of electron attachment describing the removal 

of electrons by attachment from ionized gas by any of the above processes 

may be expressed by a relation analogous to the expression (1.43) which de-

fines electron multiplication in a gas. If   is the attachment coefficient de-

fined by analogy with the first Townsend  ionization  coefficient  , as the 

number  of attachments produced in a path of a single electron travelling a 

distance of 1 cm in the direction of field, then the loss of electron current in a 

distance dx due to this cause is: 

 
     IdxdI    
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Figure 1.13  Variation of electron attachment cross-section with electron 

energy in CO2 (both peaks are for O
-
) 

or for a gap of length d with electron current I0 starting at cathode: 

 

                                                  deII 
0

                                         (1.52) 

If the processes of electron multiplication by electron, collision and 

electron loss by attachment are considered to operate simultaneously, then 

neglecting other processes the number of electrons produced by collision in 

distance dx is: 

 

     dxndn
i

  

   

where x is the distance from the cathode. At the same time the number of 

electrons lost in dx by attachment is: 

 

     dxndn
A

  

 

so that the number of electrons still free is: 

 

    dxndndndn
Ai

)(   . 

Integration from x=0 to x with n0 electrons starting from the cathode 

gives the number of electrons at any point in the gap as: 

 

    
 Xenn 

0
                                               (1.53) 

The steady state current under such conditions will have two compo-

nents, one resulting from the flow of electrons and the other from negative 
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ions. To determine the total current we must find the negative ion current 

component. We note that the increase in negative ions in distance dx is: 

 

     dxendxndn  




0
. 

 

Integration of this equation from 0 to x gives: 
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
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
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. 

The total current equals the sum of the two components or: 
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                              (1.54) 

and the expression for current becomes: 

 

    














 







  deII
0

.         (1.55) 

 

In the absence of attachment when   is zero the expression (1.55) re-

duces to the form deii 

0
 and the log i–d plot of equation (1.55) gives a 

straight line, with  representing the slope. When the value of   is apprecia-

ble, there may be a decrease in currents, especially at large values of d, such 

that the log i against d curve drops below the straight line relation. The de-

parture from linearity in plotting log i against d gives a measure of the at-

tachment coefficient. The results obtained by this method by Geballe and 

Harrison for ionization   and attachment  in oxygen and in air are included 

in Table 1.5. It is convenient to represent the observed ionization coefficient 

by a single coefficient    defined as the effective ionization coeffi-

cient.  

As electron attachment reduces electron amplification in a gas, gases 

with a high attachment coefficient such as sulphur hexafluoride or Freon 

have much higher dielectric strength than air or nitrogen. The measured data 

for ionization and attachment coefficients for SF6 are included in Table 1.6. 

These gases are very technically important and are widely used as insulating 

medium in compact high voltage apparatus including totally enclosed substa-

tions and high voltage cables [5]. 
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Table 1.5. Geballe and Harrison’s values for 
p

 and 
p


in oxygen and air 

 
 

1.2.3 Charged particle movement in electric field 

 

In the presence of an electric field charged particles in a gas will experi-

ence a force causing them to drift with a velocity that varies directly with the 

field and inversely with the density of the gas through which it moves. The 

drift velocity component in the field direction of unit strength is defined as 

the mobility (K) or symbolically: 













sec

2

V

m

E

u
K , 

where u is the average drift velocity  in field direction and E is the electric 

field strength. The mobility K is mainly a characteristic of the gas through 

which the ion moves and is independent of E/p over a wide range of E/p so 

long as the velocity gained by the ion from the field is considerably less than 

the average thermal velocity of the gas through which the ion moves. To de-

rive an expression for mobility of ions in a gas under an influence of electric 

field in the region of low values of E/p we assume that the ions are in thermal 

equilibrium with the gas molecules. Their drift velocity is small compared to 

the thermal velocity. 
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Table 1.6 Experimental values of the ionization and attachment coefficients 

in SF6 (temperature = 20 C)  
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It is good famous from general physics course, that in electric field a 

charge particle begin to possess by drift velocity u. It can be determined as: 

     ,
2


m

eE
u   

where   is time during of one particle moves a distance 
m

eE
s

2
 . So, for 

drift velocity we can write: 
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and as result for mobility we have: 
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e

E
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K i
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
                                  (1.56) 

where
i
 and c are mean free path and mean thermal velocity of ion respec-

tively.  

Table 1.7 gives some experimentally determined mobilities for negative 

and positive ions.  

 
Table 1.7 Mobility of singly charged gaseous ions at 0 C and 760 Hg   

 
  

The presence of impurities is found to have a profound effect on the 

measured mobility. The effect is particularly large in the case of negative 

ions when measured in non-attaching gases such as helium or hydrogen for 

which the electrons are free if the gases are extremely pure. The ion and elec-
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tron mobilities can be used for the determination of conductivity or resistivity 

of an ionized gas. In the simplest case when the concentrations of positive 

ions and electrons are equal nnn
e



. Then total current density is: 

                               euunjjj
eiei

  

where ui and ue are the drift velocities of the ions and electrons respec-

tively.  

In terms of mobilities, the current density (j) and conductivity ( ) be-

come: 

             
ei

KKneEj   

                                        
ie

KKne
E

j
                                  (1.57) 

Since, 
ie

KK  , the conductivity is given by the expression: 

        
e

neK                   (1.58) 

In electrical discharges whenever there is a non-uniform concentration 

of ions there will be movement of ions from regions of higher concentration 

to regions of lower concentration. The process by which equilibrium is 

achieved is called diffusion. This process will cause a deionizing effect in the 

regions of higher concentrations and an ionizing effect in regions of lower 

concentrations. The presence of walls confining a given volume augments the 

deionizing effect as the ions reaching the walls will lose their charge. The 

flow of particles along the ion concentration gradient constitutes a drift ve-

locity similar to that of charged particles in an electric field. Both diffusion 

and mobility result in mass motion described by drift velocity caused in one 

case by the net effect of unbalanced collision forces (ion concentration gradi-

ent) and in the other case by the electric field. If we consider a container with 

gas in which the concentration varies in the x–direction, then taking a layer 

of unit area and thickness dx placed perpendicularly to the direction x, the 

number of particles crossing this area is proportional to the ion concentration 

gradient dn/dx. The flow of particles or flux in the x–direction is:  

                                                 
dx

dn
D                                       (1.59) 

The negative sign indicates that n increases and the rate of flow Г must 

decrease in the direction of flow. The constant D is known as the diffusion 

coefficient.  From kinetic theory it can be shown that 3 uD . With u be-

ing the mean thermal velocity, the rate of change of concentration in the layer 

dx is: 
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For the three–dimensional case equation (1.60) becomes: 

                                         ,2nD
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                                            (1.61) 

which is the general equation for diffusion. 

In most transport phenomena, both diffusion and mobility will be acting 

together. It is therefore important to establish a relation between the diffusion 

coefficient and mobility. To determine this connection it is necessary to re-

call material from paragraph 1.1. 

 











kT

p
n

e

kT

en

kTn

eN

P

K

D
i

i

i

ii                                  (1.62) 

 

 In general the mobilities of negatively charged ions are higher than 

those of positive ones (Table 1.7) and consequently the negative ions will 

diffuse more rapidly. If the concentration of the diffusing particles is signifi-

cant, the differential rate of diffusion will cause charge separation which will 

give rise to an electric field. The action of the field is such that it will tend to 

augment the drift velocity of the positive ions and retard that of negative 

ions, and the charge separation reaches a state of equilibrium in which the 

position and negative ions diffuse with the same velocity. This process is 

known as ambipolar diffusion. The average velocity of the diffusing ions 

may be obtained by considering the ion motion to be governed by the com-

bined action of diffusion and mobility in the induced field E. Then the veloc-

ity of the positive ions is given by: 

                      .EK
dxn

dnD
u 





                               (1.63) 

Similarly the velocity of negative ions is:   

    .
_

__

_ EK
dxn

dnD
u                                         (1.64) 

Eliminating E between equations (1.63) and (1.64), and assuming that 

nnn   ,  

 
dx

dn

dx

dn

dx

dn




  and  u
+ 

= u
- 
=u.   

The average velocity of the ions then becomes: 
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And the ambipolar diffusion coefficient for mixed ions may be written 

as: 
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Finally, the electric field E between the space charges can be obtained 

by eliminating u from equations (1.62) and (1.63), giving: 
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Diffusion processes are of particular importance in such discharge 

phenomena as streamer formation and spark channels.                             

 

1.2.4 Emission processes 

 

Electrodes, in particular the cathode, play a very important role in gas 

discharges by supplying electrons for the initiation, for sustaining and for the 

completion of a discharge. Under normal conditions electrons are prevented 

from leaving the solid electrode by the electrostatic forces between the elec-

trons and the ions in the lattice. The energy required to remove an electron 

from a Fermi level is known as the work function Wa and is a characteristic 

of a given material. There are several ways in which the required energy may 

be supplied to release the electrons from metal surface. Photons incident up-

on the cathode surface whose energy exceeds the work function hv > Wa 

may eject electrons from the surface. For most metals the critical frequency 

v0 lies in the u.v. range. When the photon energy exceeds the work function, 

the excess energy may be transferred to electron kinetic energy according to 

the Einstein relation: 

     
0

2

2

1
hvhvmu

e
                                     (1.68) 

where m is the electron mass, ue  its velocity and hv0   is the critical energy re-

quired to remove the electron from the surface and hv0 = Wa the work func-

tion. This process is called a photoelectric emission. Table 1.8 gives the 

work functions for several elements. The work function is sensitive to con-

tamination which is indicated by the spread in the measured values shown in 

Table 1.8. 
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Table 1.8 Work function for typical cathode elements 

 
 

The spread is particularly large in the case of aluminium and metals 

which readily oxidize. In the presence of a thin oxide film, it has been shown 

by Malter that positive ions may gather at the oxide layer without being neu-

tralized, giving rise to a high field strength leading to augmented secondary 

emission. The effect is known as the Malter effect. 

Electrons may be emitted from metal surfaces by bombardment of posi-

tive ions or metastable atoms. To cause a secondary emission of an electron 

the impinging ion must release two electrons, one of which is utilized to neu-

tralize the ion charge. The minimum energy required for a positive ion elec-

tron emission is twice the work function Wk +WP >2WA since the ion is neu-

tralized by one electron and the other electron is ejected. WK and Wp are the 

respective kinetic and potential energies of the incident ion. The electron 

emission by positive ions is the principal secondary process in the Townsend 

spark discharge mechanism. 

Neutral excited (metastable) atoms or molecules incident upon the elec-

trode surface are also capable of ejecting electrons from the surface. 

In metals at room temperature the conduction electrons will not have 

sufficient thermal energy to leave the surface. If we consider the electrons as 

a gas at room temperature, then their average thermal energy is: 
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e 2
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2

3

2

 , 

which is much lower than the work function (Table 1.8). If, however, the 

metal temperature is increased to some 1500 – 2500 K, the electrons will re-

ceive energy from the violent thermal lattice vibrations sufficient to cross the 

surface barrier and leave the metal. The emission current is related to the 

temperature of the emitter by the Richardson relation for thermionically 

emitted saturation current density: 
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where e and m are the electronic charge and mass respectively, h is Planck’s 

constant, k Boltzmann’s constant, T the absolute temperature and WA surface 

work function. 

Putting 
3

24

h

mek
A


 the above expression become: 
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which shows that the saturation current density increases with decreasing 

work function and increasing temperature. This is main equation of thermo-

electron emission.  

Electrons may be drawn out of a metal surface by very high electrostatic 

fields. It will be shown that a strong electric field at the surface of a metal 

may modify the potential barrier at the metal surface to such an extent that 

electrons in the upper level close to the Fermi level will have a definite prob-

ability of passing through the barrier. The effect is known as “tunnel effect”. 

The fields required to produce emission currents of a few microamperes are 

of the order of 10
7
 – 10

8
 V/cm. Such fields are observed at fine wires, sharp 

points and submicroscopic irregularities with an average applied voltage 

quite low (2 – 5 kV). These fields are much higher than the breakdown stress 

even in compressed gases. 

To derive an expression for the emission current let us consider an elec-

tron as it leaves the surface in the direction x as shown in Fig. 1.14. Its elec-

tric field can be approximated as that between a point charge and the equipo-

tential planar surface. The field lines here are identical to those existing when 

an image charge of +e is thought to exist at a normal distance of x on the 

other side of the equipotential metal surface. Applying Coulomb’s law, the 

force on the electron in the x–direction is given by: 
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Figure 1.14 Changing of the potential barrier by external electric field. 

1. Energy with no field. 2. Energy due to field. 3. Resultant energy. 

 

The effect shown on Fig.1.14 has been explained by Fowler and Nord-

heim who derived an expression for field emission on the basis of wave me-

chanics. These authors have shown that a few electrons in a metal will have 

an energy slightly above the Fermi level and thus will have a greater proba-

bility to penetrate the potential barrier “tunnel effect”. The Fowler – Nord-

heim equation has the form: 
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where C and D are  constants  involving  atomic  constants.  Equation (1.70) 

shows that field emission is independent of temperature, but this is valid only 

at low temperatures. At higher temperatures both thermionic and field emis-

sion will occur simultaneously. 

A number of electrons, which are produced at the cathode by positive 

ion bombardment, is called .  

The case where the secondary emission arises from photon impact at 

the cathode may be expressed by the equation:  
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where   is the number of photons produced by an electron in advancing 1 

cm in the direction of the field,  is the average absorption coefficient for 

photons in the gas, g is a geometrical factor representing the fraction of pho-

tons that reach the cathode, and   is the fraction of the photons producing 

electrons at the cathode capable of leaving the surface. In practice both posi-

tive ions and photons may be active at the same time in producing electrons 

at the cathode. Furthermore, metastable atoms may contribute to the second-

ary emission at the cathode. Which of the particular secondary mechanisms 

is predominant depends largely upon the experimental conditions in question. 

Llewellyn Jones and Davies have studied the influence of cathode surface 

layers on the breakdown characteristic of air and on the corresponding values 

of . Their data are included in Table 1.9 which shows a wide variation in the 

minimum breakdown voltage Vm and the accompanying variation in the val-

ues of .  

 
Table 1.9 Breakdown voltage Vm, E/p and   as function of cathode material 
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1.3 Forms of electrical discharge 

As the voltage between electrodes in a gas with small or negligible elec-

tron attachment increases, the electrode current at the anode increases in ac-

cordance with equation: 

                 
 11

0
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
d

d

e

e
II






                                         (1.73) 

Taking into account this equation and all above discussed ionization and 

emission processes, we can write main condition of self–sustaining dis-

charge: 

                                       11 de                                        (1.74) 

This expression means that the ionization produced by successive ava-

lanches is cumulative. The discharge is then self-sustaining and grows more 

rapidly the more expression (1.74) exceeds unity. Growth of electron is 

arisen very rapidly, due to exponential law. Such mechanism of discharge 

processing is called electron avalanche. So, this phenomenon is named 

“avalanche discharge” or Townsend mechanism of discharge. Townsend 

is English physicist, who described this discharge form for the first time [6].  

 The growth of charge carriers in an avalanche in a uniform field 

E0=V0/d is described by the exponent de . This is valid only as long as the 

electrical field of the space charges of electrons and ions can be neglected 

compared to the external field E0. In his studies of the effect of space charge 

of an avalanche on its own growth, Raether observed that when the charge 

concentration was higher than 10
6
 but lower than 10

8
 the growth of an ava-

lanche was weakened and disappeared [7,8]. 

When the ion concentration exceeded 10
8
 the avalanche current was fol-

lowed by a steep rise in current and breakdown of the gap followed. Both the 

under-exponential growth at the lower concentration and rapid growth in the 

presence of the high concentration have been attributed to the modification of 

the originally uniform field E0 by the space charge field. Figure 1.15 shows 

diagramatically the electric field around an avalanche as it progresses along 

the gap and the resulting modification to the original field E0. For simplicity 

the space charge at the head of the avalanche is assumed concentrated within 

a spherical  volume,  with  the  negative  charge  ahead  because  of the  high-

er electron mobility. The field is enhanced in front of the head of the ava-

lanche with field lines from the anode terminating at the head. Further back 

in the avalanche, the field between the electrons and the ions left behind re-

duced the applied field E0. Still further back the field between the cathode 

and the positive ions is enhanced again.  
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Figure 1.15 Scheme of field distortion in a gap caused by 

Space charge of an electron avalanche 

 

The field distortion becomes noticeable with a carrier number n> 10
6
. 

For instance, in nitrogen with d=2 cm, p=760 Torr, 

cmTorrVpE  / 40/ ,7 , the field distortion is about 1%.  

In the Townsend avalanche mechanism the gap current grows as a result 

of ionization by electron impact in the gas and electron emission at the cath-

ode by positive ion impact. According to this theory, formative time lag of 

the avalanche should be at best equal to the electron transit time. When 
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common quantity of electron in avalanche reaches 10
8 

( 2018d ), physi-

cal mechanism of discharge is critically changed. Self electrical field of ava-

lanche is too large that begins to screen external field. Discharge can’t exist 

so as no possibility to take energy for electrons and continue charge genera-

tion process. In this conditions discharge changes the form. Avalanche trans-

forms to another form which is called “streamer” or “kanal” mechanism of 

electrical discharge. In this mechanism for discharge formation the second-

ary mechanism results from photoionization of gas molecules and is inde-

pendent of the electrodes. 

In the models developed by German scientists Raether and Meek it has 

been proposed that when the avalanche in the gap reaches a certain critical 

size the combined space charge field and externally applied field lead to in-

tense ionization and excitation of the gas particles in front of the avalanche 

head [9,10]. Instantaneous recombination between positive ions and electrons 

releases photons which in turn generate secondary electrons by the pho-

toionization process. These electrons under the influence of the electric field 

in the gap develop into secondary avalanches as shown in Fig. 1.16 and 

1.17. Since photons travel with the velocity of light, the process leads to a 

rapid development of conduction channel across the gap. On the basis of his 

experimental observations and some simple assumptions Raether developed 

an empirical expression for the streamer spark criterion of the form: 

 

                    
E

E
xx r

cc
lnln7.17                                      (1.75) 

where Er is space charge field strength directed radially at the head of ava-

lanche as shown on Fig. 1.17, E is externally applied field strength, xc is the 

avalanche length in field direction [11]. 

The resultant field strength in front of the avalanche is thus E + Er  

while in the positive ion region just behind the head the field is reduced to 

a value E - Er. It is also evident that the space charge increases with the av-

alanche length xe . The condition for the transition from avalanche to 

streamer assumes that space charge field Er approaches the externally ap-

plied field. 

The minimum breakdown value for a uniform field gap by streamer 

mechanism is obtained on the assumption that the transition from avalanche 

to streamer occurs when the avalanche has just crossed the gap d. 
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Figure 1.16 Secondary avalanche formation by photoelectrons 

 

 

  
     

 

    
   Figure 1.17 Space charge field around avalanche head 

 

 

Connection between electric field strength and ionization process is 

given by Meek (German physicist and electric discharge specialist) equation 

[12-14]: 
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                               (1.76) 

This equation is solved by trial and error using the experimentally de-

termined relation between p/  and E/p. Values of p/  corresponding to 

E/p at a given pressure are chosen until the equation is satisfied. 

Table 1.10 compares Meek’s calculated and the measured values of 

breakdown voltage VB for air according to equation (1.76). At small d, the 

calculated values VB are higher than the measured ones. The reverse is true 

at large d. In general, however, the deviation between theory and experiment 

should be regarded as not very large, in view of the various simplifying as-

sumptions made by Meek, especially those in order to determine the charge 

density and the tip radius of the avalanche. 

 
Table 1.10 Comparison of calculated and measured breakdown voltage val-

ues (VB) for air according to Meek’s model 

 

 
 

 Besides avalanche and streamer form of discharge, one more one ex-

ists. This is leader form. Main conditions of this discharge form existence 

are non–uniform electric field and long enough gap length. Criteria of 

streamer-leader transition is high temperature in discharge channel area (3 

000 – 5 000 K). This discharge mechanism is discussed more detailed when 

lighting is described.  

So, every kind of electrical discharge can exist in one of three form de-

scribed above. Discharge channel formation means that gap looses electrical 

strength totally. This phenomenon has other name – breakdown of gaseous 

gap [3, 14–17]. 
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An analytical expression for breakdown voltage for uniform field 

gaps as a function of gap length and gas pressure can be derived from the 

threshold equation (1.74) by expressing the ionization coefficient p/ as a 

function of field strength and gas pressure. Taking into account parameter 

E/p, ionization coefficient and our discussion about self–sustain discharge 

condition, analysis leads to simple and important electrical discharge law in 

gases: for uniform electric field where VB=Ed, breakdown voltage of a uni-

form field gap is a unique function of the product of pressure and the elec-

trode separation for a particular gas and electrode material: 

 

                          dpFV
B

                                         (1.77) 

 

Equation (1.77) is known as Paschen’s law, and was established ex-

perimentally in 1889 by famous German physicist Friedrich Paschen. 

Equation (1.77) does not imply that the discharge voltage increases linearly 

with the product pd, although it is found in practice to be nearly linear over 

certain regions. The relation between the sparking voltage and the product 

pd takes the form shown in Fig. 1.18 (solid curve). The breakdown volt-

age goes through a minimum value VBmin  at a particular value of the prod-

uct pdmin . 

 

  
 

Figure 1.18 Dependence of breakdown voltage as function of  

pressuregap distance (Paschen’s law) 



 50 

In practice, the sparking constants (VBmin and pdmin) are measured val-

ues, and some of these are shown in Table 1.12. It should be noted, however, 

that these values are sometimes strongly dependent upon the cathode materi-

al and electrode conditions. 

 
Table 1.11 Minimum discharge constants for various gases 

 

 
 

1.4. Discharge in non–uniform electric fields.  

Main discharge processes. 

 

 In uniform fields at the normal atmosphere conditions breakdown 

voltage is determined by Paschen’s law. Electrical strength of atmosphere 

air is constant value in this case and equal approximately 30 kV/cm. In 

non–uniform fields like such geometrical configurations as point – plate, 

sharp end – plate, cylindrical surface with sharp edge – plate and others, 

breakdown voltage is much lower that in uniform field. Below reasons of 

that are explained.  

Figure 1.19illustrates the case of a strongly divergent field in a posi-

tive point – plane gap. For the special case of a coaxial cylindrical geome-

try in air, an empirical relation based on many measurements of the critical 

field strength Ec (corona inception) for different diameters of the inner 

conductor (2r) and relative air density  was developed by Peek of the 

form: 

                                
r

E
C



63.9
53.31                                             (1.78) 
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where EC is in kV/cm, r in cm.  

 
 

Figure 1.19 Electric field distribution in a non-uniform field gap 

 

In uniform field and quasi–uniform field gaps the onset of measurable 

ionization usually leads to complete breakdown of the gap. In non-

uniform fields various manifestations of luminous and audible discharges 

are observed long before the complete breakdown occurs. These discharges 

may be transient or steady state and are known as “corona”. An excellent re-

view of the subject may be found in a book by Loeb [18]. The phenomenon 

is of particular importance in high voltage engineering where non–uniform 

fields are unavoidable. It is responsible for considerable power losses from 

high voltage transmission lines and often leads to deterioration of insulation 

by the combined action of the discharge ions bombarding the surface and 

the action of chemical compounds that are formed by the discharge. It may 

give rise to interference in communication systems. On the other hand, it 

has various industrial applications such as high–speed printing devices, elec-

trostatic precipitators, paint sprayers, Geiger counters, etc. 

The voltage gradient at the surface of the conductor in air required to 

produce a visual a.c. corona in air is given approximately by the Peek’s ex-

pression (1.78). There is a distinct difference in the visual appearance of a 

corona at wires under different polarity of the applied voltage. Under posi-

tive voltage, a corona appears in the form of a uniform bluish–white sheath 
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over the entire surface of the wire. On negative wires the corona appears as 

reddish glowing spots distributed along the wire. The number of spots in-

creases with the current. Stroboscopic studies show that with alternating 

voltages a corona has about the same appearance as with direct voltages. 

Because of the distinctly different properties of coronas under the different 

voltage polarities it is convenient to discuss separately positive and negative 

coronas. 

In this paragraph brief review of the main features of corona dis-

charges and their effect on breakdown characteristics will be included.  

The most convenient electrode configurations for the study of the 

physical mechanism of coronas are hemi–spherically capped rod–plane or 

point–plane gaps. In the former arrangement, by varying the radius of the 

electrode tip, different degrees of field non–uniformity can be readily 

achieved. The point – plane arrangement is particularly suitable for obtain-

ing a high localized stress and for localization of dense space charge. 

In discussing the corona characteristics and their relation to the break-

down characteristics it is convenient to distinguish between the phenomena 

that occur under pulsed voltage of short duration (impulse corona), where no 

space charge is permitted  to drift and accumulate,  and under long lasting  

(d.c.) voltages (static field corona).  

Under impulse voltages at a level just above ionization threshold, be-

cause of the transient development of ionization, the growth of discharge 

is difficult to monitor precisely. However, with the use of “Lichtenberg fig-

ures” techniques, and more recently with high–speed photographic tech-

niques, it has been possible to achieve some understanding of the various 

discharge stages preceding breakdown under impulse voltages. 

The observations have shown that when a positive voltage pulse is 

applied to a point electrode, the first detectable ionization is of a filamen-

tary branch nature, as shown diagrammatically in Fig. 1.20. This discharge 

is called a streamer and is analogous to the case of uniform field gaps at 

higher pd values. As the impulse voltage level is increased, the streamers 

grow both in length and their number of branches as indicated in Figs 

1.20 (b) and (c). One of the interesting characteristics is their large number 

of branches which never cross each other.  The velocity of the streamers 

decreases rapidly as they penetrate the low field region. Figure 1.21 shows 

velocities of impulse streamers recorded in air in a 2.5–cm gap under two 

different values of voltage. The actual mechanism of the transition from 

streamer to final breakdown is complex, and several models have been de-

veloped to explain this transition, but because of space limitation the rea-

sons will not be discussed here. 

When the voltage is applied for an infinitely long time (e.g. under 
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d.c. or 60 Hz) the ionization products will have sufficient time to wander 

 
 

Figure 1.20 Scheme of the formation of streamers in rod–plane gap 

 

 

 

 
Figure 1.21 Streamer velocity in a gap of 2.5 cm  

under two different voltages in air 
 

in the gap and accumulate in space, causing a distortion in the origi-
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nal field. To study this phenomenon, let us choose the rod–plane gap with 

the rod tip of radius of 1 cm as shown in Fig. 1.22 and study the various 

discharge modes together with the breakdown characteristics for this ar-

rangement in atmospheric air. Then if the gap length is small (less than 

about 2 cm) and the voltage is gradually raised no appreciable ionization is 

detected up to breakdown. As the gap is increased, the field distribution be-

comes more inhomogeneous, and on increasing the voltage at first a transi-

ent slightly branched filamentary discharge appears. These discharges have 

been shown to be identical with those observed under impulse voltages and 

are also called streamers. Under steady state the streamer develops with 

varying frequencies, giving rise to currents that are proportional to their 

physical length. These streamers are sometimes called onset streamers or 

burst pulses. 

 

  
Figure 1.22 Threshold curves for various mode of anode corona 

 

The onsets of the various discharge modes observed, as the gap length 

is increased, are illustrated schematically in Fig. 1.22 together with the cor-

responding discharge characteristics.  At the smaller spacing when the 

voltage is still reasonably uniform the streamer is capable of penetrating 

the weaker field, reaching the cathode and initiating breakdown in the 

same manner as in uniform field gaps. This condition is shown by curve 1 

of Fig. 1.22 with the larger spacing above 10 cm, streamers appear that do 

not cross the gap (shown by curve 2). Curve 3 represents transition from 
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streamers to steady glow corona without sparking.  At  the  larger  spacing  

there  is  a  considerable spread in the voltage at which breakdown stream-

ers develop preceding the complete  breakdown  of the gap. The dashed 

area represents the region of uncertain transitions; portion 1 indicates the 

onset of streamers followed immediately by transition to spark. If, however, 

the gap is increased to a point where glow is established and then reduced 

keeping the voltage constant, the glow discharge will have stabilized the 

gap against breakdown at a voltage that otherwise would have broken 

down. If the voltage is then raised, a spark is induced by glow corona 

(curve 4), but if it is lowered, a streamer breakdown is induced. By decreas-

ing the gap further to lower values and increasing the voltage at the various 

points the glow–corona sparking voltage characteristic can be projected 

backwards as shown by curve 4. Thus if a steady corona glow is estab-

lished, the sparking voltage is raised and the lower breakdown by stream-

er is suppressed. Figure 1 .23  illustrates the onset voltage of different nega-

tive coronas plotted as a function of electrode separation for a typical ex-

ample of a cathode of 0.75 mm radius. The lowest curve gives the onset 

voltage for pulses not greatly affected by the gap length. Raising the volt-

age does not change the mode of the pulses over a wide voltage range. 

Eventually at a much higher voltage a steady glow discharge is observed, 

but the transition from pulses to glow discharge is not sharply defined and 

is therefore shown as a broad transition region in Fig. 1.23. On increasing 

the voltage further, the glow discharge persists until breakdown occurs. It 

should be noted that breakdown under negative polarity occurs at considera-

bly higher voltage than under positive voltage, except at low pressures; 

therefore, under alternating power frequency voltage the breakdown of non-

uniform field gap invariably takes place during the positive half–cycle of 

the voltage wave. It was shown in Fig. 1.22 that in non–uniform field gaps 

in air the appearance of  the  first streamer  may  lead  to  breakdown  or  it  

may  lead  to  the  establishment of a steady state corona discharge which 

stabilizes the gap against breakdown.  Accordingly we may have a corona 

stabilized or direct breakdown. Whether direct or corona stabilized break-

down occurs depends on factors such as the degree of field non-

uniformity, gas pressure, voltage polarity and the nature of the gas. For 

example, in air the corona stabilized breakdown will extend to higher pres-

sures than in SF6 due to the relatively immobile SF6 ions (Figs 1.25 and 

1.26). Figure 1.25 compares the positive and negative point–plane gap 

breakdown characteristics measured in air as a function of gas pressure. 

At very small spacing the breakdown characteristics for the two polarities 

nearly coincide and no corona stabilized region is observed.  
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Figure 1.23 Negative rod–plane breakdown and corona characteristics  

in atmospheric air 
  

 
 

Figure 1.24 Pulse pattern of corona for the situation shown on Fig. 1.23  
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As the spacing is increased, the positive characteristics display the dis-

tinct high corona breakdown up to a pressure of approximately 7 bar, fol-

lowed by a sudden drop in breakdown strengths. Under the negative polari-

ty the corona stabilized region extends to much higher pressures.  

 

 
 

Figure 1.25 Corona inception and breakdown in point–plane gap in air: 
_____ positive point, --- negative point 

 

A practical non–uniform field geometry that is frequently used in the 

construction of high voltage apparatus is the coaxial cylindrical arrangement. 

By properly choosing the radial dimensions for the cylinders it is possible to 

optimize such a system for the maximum corona–free breakdown. That’s 

why it is necessary to take into account both as a corona condition ignition 

and polarity if d.c. voltage is applied.  
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  Figure 1.26 Corona inception and breakdown in rod–plane gap in SF6 

 

If we consider the case of a positive point-plane gap shown in Fig. 

1.27(a) then an ionization by electron collision takes place in the high field 

region close to the point. Electrons because of their higher mobility will be 

readily drawn into the anode, leaving the positive space charge behind. 

The space charge will cause a reduction in the field strength close to the 

anode and at the same time will increase the field further away from it. 

The field distortion caused by the positive space charge is illustrated in 

Fig. 1.27(b). The dotted curve represents the original undistorted field dis-

tribution across the gap while the solid curve shows the distorted field. The 

high field region is in time moving further into the gap extending the re-

gion for ionization. The field strength at the tip of the space charge may be 

high enough for the initiation of a cathode directed streamer which subse-

quently may lead to complete breakdown. With the negative point (Fig. 

1.27) the electrons are repelled into the low field region 
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Figure 1.27 (a) Space charge build–up in positive point–plane gap,  

   (b) field distortion by space charge 

 

 
 

 

Figure 1.28 (a) Space charge build–up in negative point–plane gap,  

                                 (b) field distortion by space charge 

 

and in the case of attaching gases become attached to the gas molecules and 

tend to hold back the positive space charge which remains in the space be-

tween the negative charge and the point. In the vicinity of the point the 
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field is grossly enhanced, but the ionization region is drastically reduced.  

For the initiation of breakdown an electron must be available to start the 

avalanche. With slowly rising voltages (d.c. and a.c.) there are usually suffi-

cient initiatory electrons created by cosmic rays and naturally occurring ra-

dioactive sources. Under surge voltages and pulses of short duration, howev-

er, the gap may not break down as the peak voltage reaches the lowest 

breakdown value Vs unless the presence of initiatory electrons is ensured 

by using artificial irradiation. Vs  is a voltage which leads to breakdown of 

the gap after a long time of application. With weak irradiation the peak value 

may have to be greatly increased so that the voltage remains above the 

d.c. value Vs for long intervals of time. Figure 1.29 illustrates the break-

down on a step–function voltage pulse; Vp represents the peak value of a 

step voltage applied at time t = 0 to a gap that breaks down under Vs after a 

long time.  

 

 
 

Figure 1.29 Time lag component under a step voltage 

 

The time which elapses between the application of voltage to a gap suf-

ficient to cause breakdown and the breakdown is called the time lag (t). It 

consists of two components: one is the time which elapses during the voltage 

application until a primary electron appears to initiate the discharge and is 

known as the statistical time lag ts; and the other is the time required for 

the breakdown to develop once initiated and is known as the formative 

time lag tf. The statistical time lag depends upon the amount of preioniza-
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tion in the gap. This in turn depends upon the size of the gap and the radia-

tion producing the primary electrons. The appearance of such electrons is 

usually statistically distributed. The formative time lag t f  depends essential-

ly upon the mechanism of spark growth in question. In cases when the sec-

ondary electrons arise entirely from electron emission at the cathode by pos-

itive ions, the transit time from anode to cathode will be the dominant fac-

tor determining the formative time. The formative time lag increases with 

the gap length and the field non–uniformity, but it decreases with the ap-

plied over–voltage. 

When an impulse voltage of sufficiently high value is applied to a gap, 

breakdown will result on each voltage application. The time required for the 

spark development (time lag) will depend upon the rate of rise of voltage 

and the field geometry. Therefore, for each gap geometry it is possible to 

construct a volt – time characteristic by applying a number of impulses of 

increasing amplitude and noting oscillographically the time lag. In uniform 

and quasi-uniform field gaps the characteristic is usually sharply defined and 

it rises steeply with increasing the rate of rise of the applied voltage. In non–

uniform field gaps, however, due to larger scatter in the results, the data 

fall into a dispersion band as shown in Fig. 1.30. 

 

  
 

Figure 1.30 Schematic diagram of volt–time characteristics  

for uniform and non-uniform field gaps 
The time to breakdown is less sensitive to the rate of voltage rise. 
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Hence, quasi–uniform field gaps (sphere – sphere) have often been used as 

protective devices against over–voltages in electric power systems. The 

volt – time characteristic is an important practical property of any insulating 

device or structure. It provides the basis for establishing the impulse 

strength of the insulation as well as for the design of the protection level 

against over–voltages. 

 So, all electrophysical processes begin with applying of electrical field, 

which should be intensive enough. In uniform electric fields breakdown volt-

age is determined by Paschen’s law and depends on kind of gas, gas pressure 

and gap length. In non–uniform fields all electrophysical processes begin at 

the active electrode area. Active electrode has small radius of curve and rod 

or sharp form. Corona discharge is first step at the non–uniform fields. De-

pending on polarity in anode–cathode gap in case of d.c. regime, breakdown 

voltages can be quiet different. If applied voltage is increased, corona passes 

to spark discharge. In case when external field is growth more, spark trans-

forms to arc discharge. Arc discharge is high current (1 – 100 kA), low volt-

age (1 – 10 eV). Arcs have unique physical mechanism of existence which is 

based on cathode spots and explosive emission. These two factors provide 

unlimited emissive ability. Detailed consideration of arcs is given in [19– 

23].  If dielectric surface is placed in anode–cathode gap, streamer and next 

spark is formed in the surface. Breakdown voltages are lower in this case, es-

pecially if surface contains dirtiness and moisture. This fact is very important 

at the design and engineering of high voltage equipment. Practical applica-

tion of flashover influence on insulation work is discussed in Chapter 4, 4.1 

and [3, 22, 23]. This is important moment and non-uniformity degree of elec-

tric field have to be taken into account on the every step of design or engi-

neering of electric energy system.   

Word of electrical discharges is very big and interesting. We have con-

sidered main discharge processes only. Flashover, glow in vacuum, atmos-

phere air and vacuum arcs and their practical application in electrical power 

engineering and industry are beyond of the textbook. There subjects are ex-

perimentally studied in laboratory workshops and of special master’s course 

program. 

 Knowledge of laws of discharge processes are very important for every 

qualified specialist in electrical and power engineering. 
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CHAPTER 2. ELECTROPHYSICAL PROCESSES IN 

 CONDENSED DIELECTRIC MATERIALS 

 

Condensed dielectric materials are very widespread insulation in mod-

ern electrical engineering technology. They are divided on solid and liquid 

dielectric materials. 

 

2.1 Electrophysical processes in solid dielectrics 

 

Solid insulation forms an integral part of high voltage structures. The 

solid materials provide the mechanical support for conducting parts and at 

the same time insulate the conductors from one another. Frequently practical 

insulation structures consist of combinations of solids with liquid and/or 

gaseous media. Therefore, the knowledge of failure mechanisms of solid di-

electrics under electric stress is of great importance. 

In gases the transport of electricity is limited to positive and negative 

charge carriers, and the destruction of insulating properties involves a rap-

id growth of current through the formation of electron avalanches. The 

mechanism of electrical failure in gases is now understood reasonably 

clearly. This is not the case for solid insulation. Although numerous inves-

tigators have studied the breakdown of solids for nearly a century now, and 

a number of detailed theories have been put forward which aimed to explain 

quantitatively the breakdown processes in solids, the state of knowledge in 

this area is still very crude and inconclusive. 

Electrical conduction studies in solids are obscured by the fact that the 

transport phenomena besides electronic and ionic carriers include also cur-

rents due to the slower polarization processes such as slow moving dipoles 

(orientation polarization) and interfacial polarization. 

As the stress in solids is increased and approaches the breakdown 

stress, the current is found to increase exponentially, but does not vary so 

markedly with time for steady voltage. This increased current at high stress-

es is generally believed to result from the injection of carriers from an elec-

trode or from electron multiplication in the bulk of the material or both. In 

addition, if impurities or structural defects are present they may cause lo-

cal allowed energy levels (traps) in the forbidden band, and electrons may 

pass through the insulator by jumping from one trap to another (hopping 

effect). 

From the electrodes the electrons are believed to be ejected by either the 

“Schottky’s emission effect” or the “field emission effect” (tunnelling) dis-

cussed already in Chapter 1. Once injected into the material the electron 

multiplication is thought to be analogous to that in a gas discharge. Under 
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certain strictly controlled experimental conditions the breakdown of solids 

may therefore be accomplished by a process similar to gas breakdown. Un-

der normal industrial conditions, however, the same solid materials are 

found to exhibit a wide range of dielectric strength, depending upon the 

conditions of the environment and the method of testing. The measured 

breakdown voltage is influenced by a large number of external factors such 

as temperature, humidity, duration of test, whether a.c., d.c., or impulse 

voltage is applied, pressure applied  to the electrodes, discharges in the 

ambient medium, discharges in cavities and many other factors. The fun-

damental mechanisms of breakdown in solids are understood much less 

clearly than those in gases; nevertheless, several distinct mechanisms have 

been identified and treated theoretically. In this section the presently ac-

cepted breakdown mechanisms will be discussed briefly in a qualitative 

manner. Broadly speaking the mechanism of failure and the breakdown 

strength (BD strength) changes with the time of voltage application and for 

discussion purposes it is convenient to divide the time scale of voltage ap-

plication into regions in which different mechanisms operate, as shown in 

Fig 2.1. 

   

 
 

Figure 2.1 Mechanisms of failure and variation of breakdown strength in solids 
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2.1.1 Intrinsic breakdown 

 

If the material under test is pure and homogeneous, the temperature and 

environmental conditions are carefully controlled, and the sample is so 

stressed that there are no external discharges. With undervoltages applied 

for a short time the electric strength increases up to an upper limit which is 

called the intrinsic electric strength. The intrinsic strength is a property of 

the material and temperature only. The intrinsic breakdown is accomplished 

in times of the order of 10
-8

 sec and has therefore been postulated to be elec-

tronic in nature. The stresses required for an intrinsic breakdown are well in 

excess of 10
6
 V/cm. The intrinsic strength is generally assumed to be reached 

when electrons in the insulator gain sufficient energy from the applied field 

to cross the forbidden energy gap from the valence to the conduction band. 

The criterion condition is formulated by solving an equation for the energy 

balance between the gain of energy by conduction electrons from the applied 

field and its loss to the lattice. Several models have been proposed in an at-

tempt to predict the critical value of the field which causes intrinsic break-

down, but no completely satisfactory solution has yet been obtained. The 

models used by various workers differ from each other in the proposed 

mechanisms of energy transfer from conduction electrons to the lattice, and 

also by the assumptions made concerning the distribution of conduction elec-

trons. In pure homogeneous dielectric materials the conduction and the va-

lence bands are separated by a large energy gap, and at room temperature 

the electrons cannot acquire sufficient thermal energy to make transitions 

from valence to conduction band.  The conductivity in perfect dielectrics 

should therefore be zero. In practice, however, all crystals contain some im-

perfections in their structures due to missing atoms, and more frequently due 

to the presence of foreign atoms (impurities). The impurity atoms may act 

as traps for free electrons in energy levels that lie just below the conduc-

tion band, as illustrated schematically in Fig. 2.2.  

At low temperatures the trap levels will be mostly filled with electrons 

caught there as the crystal was cooled down during its manufacture. At room 

temperature some of the trapped electrons will be excited thermally into the 

conduction band, because of the small energy gap between the trapping lev-

els and the conduction level. An amorphous crystal will therefore have some 

free conduction electrons. When a field is applied to a crystal the conduc-

tion electrons gain energy from it, and due to collisions between them the 

energy is shared by all electrons. For a stable condition this energy must be 

somehow dissipated.  
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Figure 2.2 Energy level diagram for an amorphous dielectric  
 

If there are relatively few electrons such as in pure crystals, most of 

the energy will be transferred to the lattice by electron – lattice interaction. In 

steady state conditions the electron temperature (Te) will be nearly equal to 

the lattice temperature (T). 

In amorphous dielectrics the electron interactions predominate, the field 

raises the energy of the electrons more rapidly than they can transfer it to the 

lattice, and the electron temperature Te will exceed the lattice temperature 

T. The effect of the increased electron temperature will be a rise in the num-

ber of trapped electrons reaching the conduction band. This increases the 

material’s conduction and as the electron temperature continues to increase a 

complete breakdown is eventually reached known as “high– temperature 

breakdown”. 

To date there has been no direct experimental proof to show whether 

an observed breakdown is intrinsic or not, except for plastic materials 

such as polyethylene and so conceptually it remains an ideal mechanism 

identified as the highest value obtainable after all secondary effects have 

been eliminated. 

 

2.1.2 Streamer breakdown 

 

Under certain controlled conditions in strictly uniform fields with the 

electrodes embedded in the specimen, breakdown may be accomplished after 

the passage of a single avalanche. An electron entering the conduction band 

of the dielectric at the cathode will drift towards the anode under the influ-
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ence of the field gaining energy between collisions and losing it on collisions. 

On occasions the free path may be long enough for the energy gain to exceed 

the lattice ionization energy and an additional electron is produced on colli-

sion. The process is repeated and may lead to the formation of an electron 

avalanche similar to gases. The concept is similar to the streamer theory de-

veloped by Raether, and Meek and Loeb for gases discussed in Chapter 1, 

1.3. 

 

2.1.3 Electromechanical breakdown 

 

Substances which can deform appreciably without fracture may collapse 

when the electrostatic compression forces on the test specimen exceed its 

mechanical compressive strength. The compression forces arise from the 

electrostatic attraction between surface charges which appear when the volt-

age is applied. The pressure exerted when the field reaches about 10
6
 V/cm 

may be several kN/m
2
. If d0 is the initial thickness of a specimen of material 

of Young’s modulus Y, which decreases to a thickness of d (m) under an ap-

plied voltage V, then the electrically developed compressive stress is in equi-

librium with the mechanical compressive strength if: 
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where
0
 and 

r
 are the permittivity of free space and the relative permittivity 

of the dielectric.  

 

 2.1.4 Edge breakdown 

 

 In practical insulation systems, the solid material is stressed in con-

junction with one or more other materials. If one of the materials is, for 

example, a gas or a liquid, then the measured breakdown voltage will be 

influenced more by the weak medium than by the solid. 

A cross–section of a simplified example is shown in Fig. 2.3 which rep-

resents testing of a dielectric slab between sphere–plane electrodes. Ignoring 

the field distribution, i.e. assuming a homogeneous field, if we consider an 

elementary cylindrical volume of end area dA spanning the electrodes at dis-

tance x. For the case shown in Fig. 2.3, the stress in the gaseous part increas-

es further as x is decreased, and reaches very high values as d1  becomes very 

small (point B). Consequently the ambient breaks down at a relatively low 

applied voltage. The charge at the tip of the discharge will further disturb the 

applied local field and transform the arrangement  
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Figure 2.3 Breakdown of solid specimen due to discharge edge effect   

 

to a highly non – uniform system. The charge concentration at the tip of a 

discharge channel has been estimated to be sufficient to give a local field of 

the order of 10 MV/cm, which is higher than the intrinsic breakdown field. A 

local breakdown at the tips of the discharge is likely, therefore, and complete 

breakdown is the result of many such breakdown channels formed in the sol-

id and extending step by step through the whole thickness. 

The breakdown event in solids in general is not accomplished through 

the formation of a single discharge channel, but assumes a tree – like struc-

ture. The tree – like pattern discharge is not limited specifically to the edge 

effect but may be observed in other dielectric failure mechanisms in which 

non – uniform field stresses predominate. 

 

2.1.5 Thermal breakdown 

 

When an insulation is stressed, because of conduction currents and die-

lectric losses due to polarization, heat is continuously generated within the 

dielectric. In general, the conductivity ( ) increases with temperature, condi-

tions of instability are reached when the rate of heating exceeds the rate of 

cooling and the specimen may undergo thermal breakdown. The situation is 

illustrated graphically in Fig. 2.4 in which the cooling of a specimen is repre-

sented by the straight line and the heating at various field strengths by curves 

of increasing slope. Field (1) is in equilibrium at temperature T1, field (2) is 

in a state of unstable equilibrium at T2 and field (3) does not reach a state of 

equilibrium at all. To obtain the basic equation for thermal breakdown let us 

consider a cube of face area A within dielectric.  
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Figure 2.4 Thermal stability or instability under different applied fields 

 

Assume that the heat flow in the x–direction is as shown in Fig. 2.5, then the 

heat flow across face (1) = 
dx

dT
KA  (K – thermal conductivity); 

heat flow across face (2) = x
dx

dT

dx

d
KA

dx

dT
KA 








 . 

 

 
 

Figure 2.5 Heat input and output, cubical specimen 
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The second term represents the heat input into the block. Hence: 

 

 gradTKdiv

dx

dT

dx

d
K

heat 









 volume

flow . 

 

The conservation of energy requires that heat input into the element must be 

equal to the heat conducted away, plus the heat used to raise the temperature 

T of the solid or: heat generated = heat absorbed + heat lost to surroundings, 

i.e.: 

 

                           2EgradTKdiv
dt

dT
C                                 (2.2) 

 

where C is thermal capacity of dielectric,  is the electrical conductivity. 

Calculation of the critical thermal situation involves the solution of equation 

(2.2). In solving it, one assumes that a critical condition arises and the insula-

tion properties are lost, when at some point in the dielectric the temperature 

exceeds a critical temperature. 

The voltage is independent of the thickness of the specimen, but for thin 

specimens the thermal breakdown voltage becomes thickness dependent and 

is proportional to the square root of the thickness tending asymptotically to a 

constant value for thick specimens. Under alternating fields the losses are 

much greater than under direct fields. Consequently the thermal breakdown 

strength is generally lower for alternating fields, and it decreases with in-

creasing the frequency of the supply voltage. Table 2.1 shows thermal break-

down values for some typical dielectrics under alternating and direct voltages 

at 20°C. These results correspond to a thick slab of material. The thermal 

breakdown is a well – established mechanism, therefore the magnitude of the 

product tan  which represents the loss is a very essential parameter for the 

application of insulation material. 

Thermal breakdown is often occurred in practical high voltage con-

structions. Any over – exceeding of heat output in some high voltage insula-

tion part area such as bushing, different insulating sections of transformer 

and others can lead to thermal process intensification and next breakdown. 

  Among many points of view on solid dielectric breakdown, it is one 

advanced theory which is distinguished from others. This theory was creat-

ed by Russian academician Yuriy N. Vershinin . Main state of the theory is 

breakdown channel is formed as result of transition “solid structure – plas-

ma”. Detailed consideration of this phenomenon is given in [2-3]. 
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Table 2.1 Thermal breakdown voltages for some typical dielectrics (20°C) 
 

 

   

     

2.1.6 Partial discharges 

 

Practical insulation systems often contain cavities or voids within the 

dielectric material or on boundaries between the solid and the electrodes. 

These cavities are usually filled with a medium (gas or liquid) of lower 

breakdown strength than the solid. Moreover, the permittivity of the filling 

medium is frequently lower than that of the solid insulation, which causes the 

field intensity in the cavity to be higher than in the dielectric. Accordingly, 

under normal working stress of the insulation system the voltage across the 

cavity may exceed the breakdown value and may initiate breakdown in the 

void. Such electrophysical phenomenon is called partial discharge. Figure 

2.6 shows a cross section of a dielectric of thickness d containing a cavity in 

the form of a disc of thickness t, together with an analogue circuit. In the ana-

logue circuit the capacitance Cc corresponds to the 
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Figure 2.6 Electrical discharge in cavity and its equivalent circuit 

 

cavity, Cb corresponds to the capacitance of the dielectric which is in series 

with Cc, and Ca is the capacitance of the rest of the dielectric. For t<<d, 

which is usually the case, and assuming that the cavity is filled with gas, the 

field strength across Cc is given by the expression: 
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where
r
 is the relative permittivity of the dielectric. For the simple case of a 

disc-shaped dielectric in solid shown in Fig. 2.6, the discharge inception 

voltage applied across the dielectric can be expressed in terms of the cavity 

breakdown stress. Assuming that the gas – filled cavity breakdown stress is 

Ecb, then treating the cavity as series capacitance with the healthy part of the 

dielectric we may write: 
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And the voltage across the cavity is: 
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In practice a cavity in a material is often nearly spherical, and for such a case 

the internal field strength is: 
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for  εr >> εrc, where  E is  in  the  average  stress  in  the  dielectric,  under  an 

applied voltage Va when Vc reaches breakdown value V
+
 of the gap t, the 

cavity may break down. The sequence of breakdowns under sinusoidal alter-

nating voltage is illustrated in Fig. 2.7. The dotted curve shows qualitatively 

the voltage that would appear across the cavity if it did not break down. As 

Vc reaches the value V
+
, a discharge takes place, the voltage Vc collapses and 

the gap extinguishes. The voltage across the cavity then starts increasing 

again until it reaches V
+
, when a new discharge occurs. Thus several dis-

charges may take place during the rising part of the applied voltage.  Similar-

ly, decreasing the applied voltage the cavity discharges as the voltage across 

it reaches V
-
 . In this way groups of discharges originate from a single cavity 

and give rise to positive and negative current pulses on raising and decreas-

ing the voltage respectively. 

 

                    
 

  
Figure 2.7 Sequence of cavity breakdown under alternating voltages 

 

 

When the gas in the cavity breaks down, the surfaces of the insulation 

provide instantaneous cathode and anode. Some of the electrons impinging 
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upon the anode are sufficiently energetic to break the chemical bonds of the 

insulation surface. Similarly, bombardment of the cathode by positive ions 

may cause damage by increasing the surface temperature and produce local 

thermal instability. Also channels and pits are formed which elongate 

through the insulation by the “edge mechanism”.  

Additional chemical degradation may result from active discharge prod-

ucts, e.g. O3 or NO2, formed in air which may cause deterioration. Whatever 

is the deterioration mechanism operating, the net effect is a slow erosion of 

the material and a consequent reduction of the breakdown strength of the sol-

id insulation. 

When the discharges occur on the insulation surface, the erosion takes 

place initially over a comparatively large area. The erosion roughens the sur-

face and slowly penetrates the insulation and at some stage will again give 

rise to channel propagation and “tree-like” growth through the insulation. 

For practical application it is important that the dielectric strength of a 

system does not deteriorate significantly over a long period of time (years). 

In practice, however, because of imperfect manufacture and sometimes poor 

design, the dielectric strength decreases with the time of voltage application 

(or the life).  

One of the reason solid insulation degradation is tracking formation.  

Tracking is the formation of a permanent conducting path, usually carbon, 

across a surface of insulation and in most cases the conduction path results 

from degradation of the insulation. For tracking to occur the insulation must 

contain some organic substance. In an outdoor environment insulation will in 

time become covered with contaminant which may be of industrial or coastal 

origin. In the presence of moisture the contamination layer gives rise to leak-

age current which heats the surface and causes interruption in the moisture 

film; small sparks are drawn between the separating moisture films. This 

process acts effectively as an extension to the electrodes.  The heat resulting 

from the small sparks causes carbonization and volatilization of the insula-

tion and leads to formation of permanent ‘carbon track’ on the surface. The 

phenomenon of tracking severely limits the use of organic insulation in the 

outdoor environment. That’s why polymer materials are being more and 

more popular in electric energy systems, especially at the insulation strings 

production. The rate of tracking depends upon the structure of the polymers 

and it can be drastically slowed down by adding appropriate fillers to the 

polymer which inhibit carbonization. 

Moisture is not essential to tracking. The conducting path may arise 

from metallic dust; for example, in oil – immersed equipment with moving 

parts which gradually wear and deposit on the surface. 
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2.2 Electrophysical processes in liquid dielectrics  

 

The general state of knowledge on the electrical breakdown in liquids is 

less advanced than is in case of gases or even solids. Many aspects of liquid 

breakdown have been investigated over the last decades, but the findings and 

conclusions of the many workers cannot be reconciled and so produce a gen-

eral theory applicable to liquids, as the independent data are at variance and 

sometimes contradictory. The principal reason for this situation is the lack of 

comprehensive theory concerning the physical basis of the liquid state which 

would form the skeleton structure in which observations could be compared 

and related. 

 

2.2.1 Electronic breakdown 

 

Both the field emission and the field – enhanced thermionic emission 

mechanisms discussed earlier in Chapter 1, 1.2, have been considered re-

sponsible for the current at the cathode in liquids. Conduction studies in in-

sulating liquids at high fields show that most experimental data for current fit 

well the Schottky – type equation in which the current is temperature de-

pendent. Breakdown measurements carried out over a wide range of tempera-

tures, however, show little temperature dependence. This suggests that the 

cathode process is field emission rather than thermionic emission. It is possi-

ble that the return of positive ions and particularly positively charged foreign 

particles to the cathode will cause local field enhancement and give rise to 

local electron emission. Once the electron is injected into the liquid it gains 

energy from the applied field. In the electronic theory of breakdown it is as-

sumed that some electrons gain more energy from the field than they lose in 

collisions with molecules. These electrons are accelerated until they gain suf-

ficient energy to ionize molecules on collisions and initiate avalanche. 

The condition for the onset of electron avalanche is obtained by equat-

ing the gain in energy of an electron over its mean free path to that required 

for ionization of the molecule. 

 Electrical strength is strictly depending on admixture presence and 

purity degree of liquid dielectric. Typical strengths for several highly pure 

liquids are included in Table 2.2. The electronic theory satisfactorily predicts 

the relative magnitude of breakdown strength of liquids, but the observed 

formative time lags are much longer than predicted by electronic theory.  
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Table 2.2 Electric strength of highly purified liquids 

 

     
 

 2.2.2 Suspended solid particle breakdown mechanism 

 

Solid impurities may be present in the liquid either as fibres or as dis-

persed solid particles. Let us consider a spherical particle of radius r and 

permittivity  to be suspended in dielectric liquid of permittivity εliq . Then in 

a field the particle will become polarized and it will experience a force given 

by expression: 
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This force is directed towards a place of maximum stress if ε> εliq., but for 

bubbles ε< εliq., it has the opposite direction. The force given by equation 

(2.7) increases as the permittivity of the suspended particle (ε) increases, and 

for a conducting particle for which  the force becomes: 
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3                                   (2.8) 

 

Thus the force will urge the particle to move to the strongest region of 

the field. In a uniform field gap or sphere gap of small spacing the strongest 

field is in the uniform region. In this region grad E is equal to zero so that 

the particle will remain in equilibrium there. Accordingly, particles will be 

dragged into the uniform field region. If the permittivity of the particle is 

higher than that of the medium, then its presence in the uniform field region 

will cause flux concentration at its surface. Other particles will be attracted 

into the region of higher flux concentration and in time will become aligned 
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head to tail to form a bridge across the gap. The field in the liquid between 

the particles will be enhanced, and if it reaches critical value breakdown will 

follow. 

The movement of particles by electrical force is opposed by viscous 

drag, and since the particles are moving into the region of high stress, diffu-

sion must also be taken into account. For a particle of radius r slowly moving 

with a velocity v in a medium of viscosity, the drag force Fdrag is given by 

Stokes relation: 
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Equating the electrical force with the drag force (Fe = Fdrag) we obtain: 
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where vE is the velocity of the particle towards the region of maximum stress. 

If the diffusion process is included, the drift velocity due to diffusion will be 

given by the equation: 
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 2.2.3 Cavity breakdown 

 

Insulating liquids may contain gaseous inclusions in the form of bub-

bles. The processes by which bubbles are formed include: 

 gas pockets on the electrode surface,  

 changes in temperature and pressure, 

 dissociation of products by electron collisions giving rise to gase-

ous products, 

 liquid vaporization by corona-type discharges from points and ir-

regularities on the electrodes. 

The electric field in a spherical gas bubble which is immersed in a liquid 

of permittivity εliq is given by: 
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where E0  is the field in the liquid in the absence of the bubble. When the 
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field EB becomes equal to the gaseous ionization field, discharge takes place 

which will lead to decomposition of the liquid and breakdown may follow. 

Commercial insulating liquids cannot readily be subjected to highly 

elaborated purification treatment, and the breakdown strength will usually 

depend upon the nature of impurities present. 

So, in solid dielectric three kinds of breakdown are possible: electrical, 

thermal and material ageing due to partial discharges. They are differed 

each other ionization reason nature and time duration. Time range is very 

extensive: from microseconds (electrical breakdown) up to years (partial 

discharge deterioration).  

As for liquid dielectric two contradictory points of view are in modern 

breakdown theories. One of them is affirmed that ionization processes play 

main role at breakdown channel formation. Other one is stated that most 

important role in breakdown channel formation play bubbles presence in 

liquid dielectric media. In inner bubble area all ionization processes have 

the same nature as in gases (this material is detailed considered in Chapter 

1) and discharge in liquid is generated as result of gas bubble media break-

down.  
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CHAPTER 3. GENERATION AND MEASUREMENT  

OF HIGH VOLTAGES 

 

This chapter consists of two parts. First one deals with scheme and pro-

cess of different kind high voltage generation. Second one is devoted to 

measurement procedure of those.  

 

3.1. Generation of high voltages  

 

Three main kinds of high voltages are used in modern industry – alter-

nating, direct and pulsed ones.  

 

3.1.1 Alternating voltages   
 

As electric power transmission with high alternating current (a.c.) volt-

ages predominates in our transmission and distribution systems, the most 

common form of testing high voltage (h.v.) apparatus is related to high a.c. 

voltages. It is obvious then that most research work in electrical insulation 

systems has to be carried out with this type of voltage. 

In every laboratory high voltage alternating current (HVAC) supplies 

are therefore in common use. As far as the voltage levels are concerned, these 

may range from about 10 kV to more than 5 MV today, as the development 

of transmission voltages up to about 1200 kV has proceeded for many years 

[1]. For routine testing, the voltage levels for power–frequency testing are 

always related to the highest phase–to– phase voltage Vm of power transmis-

sion systems. This “rated power–frequency short duration withstand voltage” 

Vt is different for different apparatus used within the transmission systems 

and also dependent upon the type of insulation coordination applied (see 

Chapter 4). For Vm < 300 kV, the ratio Vt/Vm is up to about 1.9 and may de-

crease with higher values of Vm If, nevertheless, higher nominal voltages for 

the a.c. testing supplies are foreseen, the necessity for the determination of 

safety factors are most responsible for this fact [2]. 

In general, all a.c. voltage tests are made at the nominal power frequen-

cy of the test objects. Typical exceptions are related to the testing of iron–

cored windings, i.e. potential or instrument transformers, or to fundamental 

studies on insulating materials or systems.  For iron–cored windings, the fre-

quency has to be raised to avoid saturation of the core. Depending upon the 

type of testing equipment used, the methods for the generation of variable–

frequency voltages might be expensive. 

The power frequency single–phase transformer is the most common 
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form of HVAC testing apparatus. Designed for operation at the same fre-

quency as the normal working frequency of the test objects (i.e., 60 or 50 

Hz), they may also be used for higher frequencies with rated voltage, or for 

lower frequencies, if the voltages are reduced in accordance to the frequency, 

to avoid saturation of the core. 

From the considerations of thermal rating, the kVA output and the fun-

damental design of the iron core and windings there is not a very big differ-

ence between a testing and a single–phase power transformer. The differ-

ences are related mainly to a smaller flux density within the core to avoid un-

necessary high magnetizing currents which would produce higher harmonics 

in the voltage regulator supplying the transformer, and to a very compact and 

well-insulated h.v. winding for the rated voltage. Therefore, a single-phase 

testing unit may be compared with the construction of a potential transformer 

used for the measurement of voltage and power in power transmission sys-

tems. 

For a better understanding of advanced circuits, the fundamental design 

of such “single unit testing transformers” will be illustrated. Figure 3.1 shows 

the well–known circuit diagram. The primary winding “2” is usually rated for 

low voltages of 1 kV, but might often be split up in two or more windings 

which can be switched in series or parallel (not shown here) to increase the 

regulation capabilities. The iron core “l” is fixed at earth potential as well as 

one terminal of each of the two windings. Simplified cross–sections of two 

possible constructions for the unit widespread itself is given in Figs 3.2 a, b. 

 

 
 

Figure 3.1 Scheme of single unit testing transformer: 

1 - iron core, 2 - primary low voltage, 3 -  secondary high voltage wind-
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ing 

 

 
                           (a)                                                   (b) 

 

Figure 3.2 Different construction units of testing transformers: 

1 - iron core, 2 - primary low voltage, 3 - secondary high voltage wind-

ing, 4 - field grading shield, 5 - grounded metal tank and base, 6 – high volt-

age bushing, 7 – insulating shell or tank, 8 – high voltage electrode 

  

In both cases the vessels would be filled with high–quality transformer 

oil, as most of the windings are oil–paper insulated. The sectional view of the 

windings shows the primary winding close to the iron core and surrounded by 

the h.v. winding “3”. This coaxial arrangement reduces the magnetic stray 

flux and increases, therefore, the coupling of both windings. The shape of the 

cross–sectional view of winding no. 3 is a hint to the usual layout of this coil: 

the beginning (grounded  end) of the h.v. winding is located at the side close 

to the core, and the end close to a sliced metal shield, which prevents too 

high field intensities at h.v. potential. Between both ends the single turns are 

arranged in layers, which are carefully insulated from each other by solid ma-

terials. Adjacent layers, therefore, form coaxial capacitors of high values, and 

if those capacitances are equal – produced by the reduced width of the single 

layers with increasing diameters – the potential distribution for transient volt-
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ages can be kept constant. By this procedure, the trapezoidal shape of the 

cross–section is originated. 

It may well be understood that the design of the h.v. winding become 

difficult if voltages of more than some 100 kV must be produced within one 

coil. Better constructions are available by specialized techniques, mainly by 

“cascadin  transformers”. 

For voltages higher than about 300 kV, the cascading of transformers is 

a big advantage, as the weight of a whole testing set can be subdivided into 

single units and therefore transport and erection becomes easier. The cascad-

ing principle is illustrated with the basic scheme shown in Fig. 3.3. The low 

voltage supply is connected to the primary winding “l” of transformer I, de-

signed for an high voltage output of V as are the other two transformers. The 

exciting winding “3” supplies the primary of the second transformer unit II; 

both windings are dimensioned for the same low voltage, and the potential is 

fixed to the high potential V. The h.v. or secondary windings “2” of both 

units are series connected, so that a voltage of 2 V is produced hereby. The 

addition of the stage III needs no further explanation.  The tanks or vessels 

containing the active parts (core and windings) are indicated by dashed lines 

only.  For a metal tank construction and the non–subdivided h.v. winding as-

sumed in this basic scheme, the core and tank of each unit would be tapped to 

the low voltage terminal of each secondary winding as indicated. Then the 

tank of transformer I can be earthed; the tanks of transformers II and III are at 

high potentials, namely V and 2 V above earth, and must be suitably insulat-

ed. Through bushings the leads from the exciting coils “3” as well as the tap-

pings of the h.v. windings are brought up to the next transformer. If the h.v. 

windings of each transformer are of mid–point potential type, the tanks are at 

potentials of 0.5 V, 1.5V and 2.5 V respectively.  

The disadvantage of transformer cascading is the heavy loading of pri-

mary windings for the lower stages. In Fig. 3.3 this is indicated by the letter 

P, the product of current and voltage for each of the coils. For this three-stage 

cascade the output kVA rating would be 3P, and therefore each of the wind-

ings “2” would carry a current of I = P/V. Also, only the primary winding of 

transformer III is loaded with P, but this power is drawn from the exciting 

winding of transformer II. Therefore, the primary of this second stage is 

loaded with 2P.  Finally, the full power 3P must be provided by the primary 

of transformer I. Thus an adequate dimensioning of the primary and exciting 

coils is necessary. As for testing of insulation, the load is primarily a capaci-

tive one, a compensation of this capacitive load by low voltage reactors, 

which are in parallel to the primary windings, is possible. As these reactors 

must be switched in accordance to the variable load, however, one usually 

tries to avoid this additional expense. 
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Figure 3.3 Circuit of cascaded transformers: 

1 – primary windings, 2 – secondary windings, 3 – tertiary exciting 

windings 

 

3.1.2 Direct voltages 

 

In high voltage technology direct voltages are mainly used for pure sci-

entific research work and for testing equipment related to high voltage direct 

current (HVDC) transmission systems. High d.c. voltages are even more ex-

tensively used in applied physics (accelerators, electron microscopy, etc.), 

electromedical  equipment (X–rays), industrial applications (precipitation and 

filtering of exhaust gases in thermal power stations and the cement industry; 

electrostatic painting and powder coating, etc.), or communications electron-

ics (TV, broadcasting stations). Therefore, the requirements on voltage shape, 
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voltage level, and current rating, short– or long–term stability for every 

HVDC generating system may differ strongly from each other. With the 

knowledge of the fundamental generating principles it will be possible, how-

ever, to select proper circuits for a special application. 

The rectification of alternating currents is the most efficient means of obtain-

ing HVDC supplies. For a clear understanding of all a.c. to d.c. conversion 

circuits the single–phase half–wave rectifier with voltage smoothing is of 

basic interest (Fig. 3.4(a)). If we neglect the leakage reactance of the trans-

former and the small internal impedance of the diodes during conduction – 

 

 
 

Figure 3.4 Single-phase half-wave rectifier: 

a – circuit scheme, b - voltages and currents with load RL 
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– impedance of the diodes during conduction – and this will be done 

throughout unless otherwise stated – the reservoir or smoothing capacitor C 

is charged to the maximum voltage +Vmax of the a.c. voltage V(t) of the 

transformer, when D conducts. This is the case as long as V< V(t) for the po-

larity of D assumed. If I = 0, i.e. the output load being zero 
L

R , the d.c. 

voltage across C remains constant (+Vmax)  , whereas V(t) oscillates be-

tween Vmax . The diode D must be dimensioned, therefore, to withstand a 

peak reverse voltage of 2Vmax . The output voltage V does not remain any 

more constant if the circuit is loaded. During one period, T = 1/f of the a.c. 

voltage a charge Q is transferred to the load RL , which is represented as: 
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where I is therefore the mean value of the d.c. output iL(t) , and V(t) the d.c. 

voltage which includes a ripple as shown in Fig. 3.4(b).  

The size of such circuits is unnecessarily large for pure d.c. supplies. 

The other disadvantage of the single–phase half–wave rectifier concerns the 

possible saturation of the h.v. transformer, if the amplitude of the direct cur-

rent is comparable with the nominal alternating current of the transformer is 

comparable with the nominal alternating current of the transformer. The bi-

phase half–wave (or single–phase full–wave) rectifier as shown in Fig. 3.5 

overcomes this disadvantage, but it does not change the fundamental effi-

ciency, considering that two h.v. windings of the transformer are now availa-

ble. When high voltages more then 300 kV d.c. is necessary, cascaded 

scheme is used. Detailed description of Cockcroft – Walton generator, elec-

trostatic generator of Van de Graaf, is beyond of this textbook and is subject 

of special seminars. 
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Figure 3.5 Biphase half-wave rectifier circuit with smoothing capacitor C 

3.1.3 Impulse voltages 

 

Impulse voltages have applications in such areas as plasma, discharge, 

particle beam sources, nuclear and thermonuclear researches, overvoltage 

pulses modeling, high voltage testing of high voltage equipment and others.  

Voltage pulsed amplitude is in range 100 – 5 000 kV, pulse duration 

has range 10
-3 

– 10
-9 

sec. To provide such pulse parameters, single–stage and 

multi–stage circuits are used.  

 Basic circuits for single–stage impulse generators are shown in Fig. 

3.6. The capacitor C1 is slowly charged from a d.c. source until the spark gap 

G breaks down. This spark gap acts as a voltage–limiting and voltage-

sensitive switch, whose ignition time (time to voltage breakdown) is very 

short in comparison to front time. As such single–stage generators may be 

used for charging voltages from some kV up to about 1 MV, the sphere gaps 

will offer proper operating conditions. An economic limit of the charging 

voltage V0 is, however, a value of about 200 to 250 kV, as too large diameters 

of the spheres would otherwise be required to avoid excessive inhomogene-

ous field distributions between the spheres. The resistors R1, R2 and the ca-

pacitance C2 form the waveshaping network. R1 will primarily damp the cir-

cuit and control the front time. R2 will discharge the capacitors and therefore 

essentially control the wavetail. The capacitance C2 represents the full load, 

i.e. the object under test as well as all other capacitive elements which are in 

parallel to the test object. 

 One of the most significant parameter of impulse generators is the 
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maximum stored energy: 

 

    2

max01
)(

2

1
VCW                                                    (3.2) 

where the C1  is discharge capacitance. As C1  is always much larger than C2 , 

this figure determines mainly the cost of a generator. For the circuit Fig. 3.6 

the output voltage is thus given by the expression: 
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where Z is complex resistance of respective circuit parts. 

  

 

 

    
 

Figure 3.6 Single-stage impulse generator circuits: 

C1 - discharge capacitance, C2 - load capacitance, 

R1 -  front or damping resistance, R2 - discharge resistance 

 

The difficulties encountered with spark gaps for the switching of very 

high voltages, the increase of the physical size of the circuit elements, the ef-

forts necessary in obtaining high d.c. voltages to charge C1 and, last but not 

least, the difficulties of suppressing corona discharges from the structure and 

leads during the charging period make the one-stage circuit inconvenient for 

higher voltages. 

In order to overcome these difficulties, in 1923 German researcher and 

engineer Marx suggested an arrangement where a number of condensers are 

charged in parallel through high ohmic resistances and then discharged in se-

ries through spark gaps [3]. 
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2 

There are many different, although always similar, multistage circuits in 

use. To demonstrate the principle of operation, a typical circuit is presented 

in Fig. 3.7 which shows the connections of a six–stage generator. 

The d.c. voltage charges the equal stage capacitors 
1

C  in parallel through the 

high value charging resistor Ras well as through the discharge (and also 

charging) resistances
2

R , which are much smaller than the resistors R   and 

are comparable with R2 in Fig. 3.6. At the end of the relatively long charging 

period (typically several seconds up to 1 minute), the points A, B, . . , F will 

be at the potential of the d.c. source, e.g. -V with respect to earth, and the 

points G, H, ...,N will remain at the earth potential, as the voltage drop during 

charging across the resistor 
2

R  is negligible. The discharge or firing of the 

generator is initiated by the breakdown of the lowest gap G1 which is fol-

lowed by a nearly simultaneous breakdown of all the remaining gaps. Ac-

cording to the traditional theory, which does not take into account the stray 

capacitances indicated by the dotted lines, this rapid breakdown would be 

caused by high overvoltages across the second and further gaps: when the 

first gap fires, the potential at point A changes rapidly from -V to zero, and 

thus the point H increases its potential to +V. As the point B still would re-

main at the charging potential, -V, thus a voltage of 2V would appear across 

G2. This high overvoltage would therefore cause this gap to break down and 

the potential at point I would rise to +2V, creating a potential difference of 

3V across gap G3, if again the potential at point C would remain at the charg-

ing potential. This traditional interpretation, however, is wrong, since the po-

tentials B and C can – neglecting stray capacitances – also follow the adja-

cent potentials of the points A and B, as the resistors Rare between. We may 

only see up to now that this circuit will give an output voltage with a polarity 

opposite to that of the charging voltage. In practice, it has been noted that the  
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Figure 3.7 Circuit scheme of six-stage impulse Marx generator 

 

gap G2 must be set to a gap distance only slightly greater than that at which 

G1 breaks down; otherwise it does not operate. More detailed studying of 

Marx generator work is made during laboratory workshop. Other impulse 

generator types are described in [1-3]. Information concerning high voltage 

generation could be found also in [4-7].  
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 3.2. Measurement of high voltages   
 

 Measurement of high voltages – d.c., a.c. or impulse voltages – in-

volves unusual problems that ma not be familiar to specialists in the common 

electrical measurement techniques. These problems increase with the magni-

tude of the voltage, but are still easy to solve for voltages of some 10 kV on-

ly, and become difficult if hundreds of kilovolts or even megavolts have to be 

measured. The difficulties are mainly related to the large structures necessary 

to control the electrical fields, to avoid flashover, corona and sometimes to 

control the heat dissipation within the circuits. 

This subchapter is devoted to the measurement of voltages applied for 

the testing of h.v. equipment or in research. Voltage–measuring methods 

used within the electric power transmission systems, e.g. instrument trans-

formers, conventional or non–conventional ones, are not discussed. Such 

methods are summarized in specialize courses and given in references.  

The classification of the measuring methods by sections according to the 

type of voltages to be measured would be difficult and confusing.  A basic 

principle of quantifying a voltage may cover all kinds of voltage shapes and 

thus it controls the classification. The essential part of a measuring system 

relates also to the elements or apparatus representing the individual circuit 

elements. These could be treated separately, but a preferred treatment is with-

in the chapter, in which special problems first arise [8]. Due to space limita-

tion no constructional details are given, but the comments referring to  such  

problems should carefully be noted. The classification used here could intro-

duce difficulties in selecting proper methods for the measurement of given 

voltages [9]. Below state of the art methods of high voltage measurement are 

described.   

It is general review of high voltage measurement technique will be 

overviewed below. 

 Simple spark gaps insulated by atmospheric air can be used to measure 

the amplitude of a voltage above about 10 kV. The complex mechanism of 

this physical effect, often employed in protecting equipment from overvolt-

ages (protection gaps), is treated in Chapter 1. Although spark gaps for meas-

urement purposes might be applied following given rules and recommenda-

tions only, a misuse can be avoided through an adequate study of the physical 

phenomena. As the fast transition from an either completely insulating or still 

highly insulating state of a gap to the high conducting arc state is used to de-

termine a voltage level, the disruptive discharge does not offer a direct read-

ing of the voltage across the gap. A complete short–circuit is the result of a 

spark, and therefore the voltage source must be capable to allow such a 

short–circuit, although the currents may and sometimes must be limited by 
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resistors in series with the gap. This method is used to measure of peak volt-

age. There are two types of sphere gap construction – horizontal and vertical. 

Peak voltage is determined by means of tables with data. Data are sphere di-

ameter, gap distance and peak voltage corresponding geometry measurement. 

Gap could be both uniform and non–uniform electric field. Detailed descrip-

tion of the process measurement is given in [10, 11].  

 Electrostatic voltmeter is used to measure both – d.c. and a.c. voltages. 

Main part of the device is pair measuring electrodes. Electrical field forces on 

metal electrode with some mechanical force. This force is proportional to 

voltage square. Electrode is connected with device scale. Scale shows the 

value which is corresponding electrical field force, which, in turn, corre-

sponds to measuring voltage. The electrostatic measuring device can be used 

for absolute voltage measurements, since the calibration can be made in 

terms of the fundamental quantities of length and forces. The very important 

advantage is the extremely low loading effect, as only electrical fields have to 

be built up. The atmospheric air, high–pressure gas or even high vacuum be-

tween the electrodes  provide very high resistivity, and thus the active power 

losses are mainly due to the resistance of insulating materials used elsewhere. 

The measurement of voltages lower than about 50 V is, however, not possi-

ble, as the forces become too small. Detailed description of the construction 

is given in [1, 8].  

 Basic principles Ohm’s law provides a method to reduce high voltages 

to measurable quantities, i.e. adequate currents or low voltages. The simplest 

method employs a micro-ammeter in series with a resistor of sufficiently high 

value to keep the loading of an h.v. source as small as possible. If the voltage 

drop across the ammeter is neglected, which is usually allowable due to the 

small terminal impedance of such instruments. For d.c. voltage measure-

ments, average current–indicating instruments such as moving coil or equiva-

lent electronic meters are used giving the arithmetic mean value of voltage. 

This method is called ammeter in series with high ohmic resistors and high 

ohmic resistor voltage dividers. Scheme of this measurement technique is 

shown on Fig. 3.8 a, b. 

The main difficulties encountered in this method are related to the sta-

bility of the resistance R. All types of resistors are more or less temperature 

dependent and often may show some voltage dependency.  Such variations 

are directly proportional to the voltage to be measured and increase the un-

certainty of the measurement result. 
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Figure 3.8 Measurement of high d.c. and a.c. voltages by means of: 

a - ammeter in series with resistor R, b - voltage divider R1, R2,  

OP - over voltage protection 

 

As both resistors pass the same current i1=i2, the influence of voltage 

and temperature coefficients of the resistors can be eliminated to a large ex-

tent, if both resistors employ equal resistor technology, are subjected to equal 

voltage stresses, and if provisions are made to prevent accumulation of heat 

within any section of the resistor column. Thus the uncertainty of the meas-

urement can be greatly reduced. Accurate measurement of V2 was difficult in 

earlier times as only electrostatic voltmeters of limited accuracy had been 

available. In practice this high ohmic resistor R, R1 is composed of a large 

number of individual elements connected in series, as no commercial types of 

single unit resistors for very high voltages are available. 

Wire-wound metal resistors made from Cu – Mn, Cu – Ni and Ni – Cr 

alloys or similar compositions have very low temperature coefficients down 

to about 10
-5 /K and provide adequate accuracy of measurement procedure. 

The simple but accurate method for the measurement of peak values of 

a.c. voltages was proposed by Chubb and Fortescue and is named “the 

Chubb – Fortescue method. The basic diagram (Fig. 3.9(a)) comprises a 
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standard capacitor, two diodes and a current integrating ammeter (i.e. moving 

coil or equivalent instrument) only. The displacement current ic t is subdivid-

ed into positive and negative components by the back–to–back connected di-

odes. The voltage drop across these diodes (less than 1 V for Si diodes) may 

completely be neglected when high voltages are to be measured. 

 
 

Figure 3.9 A.C. peak voltage measurement by Chubb – Fortescue method:  
a - fundamental circuit, b - actual circuit 

 

But due to the back–to–back connection of the diodes, the reverse volt-

ages are low. However, the diodes as well as the instrument become highly 

stressed by short impulse currents during voltage breakdowns. A suitable 

protection of the rectifying circuit is thus recommended as shown in Fig. 

3.9(b). The resistor R introduces a required voltage drop during breakdown to 

ignite the overvoltage protector OP (e.g. a gas discharge tube). 

The influence of the frequency on the reading can be eliminated by elec-

tronically controlled gates and by sensing the rectified current by analogue- 

to–digital converters. 

The important influence of the effective capacitance of any h.v. capaci-

tors as used, e.g., in the Chubb – Fortescue circuit in most of the peak reading 

circuits for a.c. voltages, makes it necessary to present a short treatment 
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about the technology of high voltage capacitor units widely used in testing 

and research laboratories. 

In comparison to h.v. capacitors used within h.v. transmission and dis-

tribution systems for load or series compensation, the requirements for 

“measuring capacitors” are different. First, the effective capacitor values are 

quite low and range between some 10 and 100 pF only. These low values are 

sufficient to provide the energy or power needed for the measurement and to 

provide low load for the voltage source. The second requirement is related to 

the stability of the C values relative to atmospheric conditions (temperature, 

humidity), external fields and voltage range, including all effects associated 

with this magnitude, i.e. partial discharges or non–linearity. 

An h.v. capacitor may consist of a single capacitance unit, defined basi-

cally as a two–electrode arrangement, or of a chain of capacitor units rated 

for relative “low voltages” (kV range) electrically connected in series. The 

technology as well as the electrical behaviour is quite different for the two 

cases and therefore a separate discussion is appropriate [1, 8]. 

Ultra high vacuum would provide the ideal dielectric between metal 

plates forming an arrangement with known and fixed field distribution.  Ultra 

high vacuum has excellent electrical strength although it is limited by well–

known, electrode effects. The difficulties and associated costs, however, to 

place such electrodes in large vessels or tanks providing ultra high vacuum 

conditions without maintenance are the reasons why vacuum is not used for 

very high voltages. 

According to Paschen’s law (Chapter 1, 1.3) high electric strength can 

also be achieved with gases at high pressure. Atmospheric pressure may be 

treated as the lower limit of a high pressure and, dependent upon the type of 

gas used, the upper limit is set again by predominantly electrode surface ef-

fects which place an economic limit given by the decreasing relative dielec-

tric strength of the gas and the increasing cost of pressure vessels. Gases are 

dielectrics with predominantly electronic polarization only (see section 7.1), 

providing a very low relative permittivity which is not influenced up to very 

high frequencies and only by the particle density. Hence a gaseous dielectric 

is adequate for the construction of h.v. capacitors. Scheme and description of 

work of some h.v. capacitor measurement technology is given in [1, 8]. 

The main requirements for technology of H.V. capacitors are: 

 the capacitance C shall be independent of magnitude of voltage level 

and shall not change with time of application (no ageing effects); 

 the temperature coefficient shall be small or very small; 

 dependent on the kind and temperature  range of application,  and 

shall at least be known; 
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 the effective inductivity of C shall be as small as possible, if used for 

high–frequency applications, i.e. voltage dividers for impulse voltag-

es. 

Voltage dividers for d.c., a.c. or impulse voltages consist of resistors or 

capacitors or convenient combinations of these elements. Inductors are  in 

general not used for voltage dividers for testing purposes, although ‘induct-

ance voltage dividers’ do exist and are used for the measurement of power 

frequency voltages, independent from inductive voltage transformers as used 

in power transmission. 

 Voltage dividers are very popular and often used device for high volt-

age measurement. Any voltage divider consists of two main parts: high volt-

age arm and low voltage arm. Main condition of measurement procedure is 

following: signal form on low voltage arm must exactly repeat signal form in 

measurement circuit.  

Voltage dividers are three main types, depending on which kind of cir-

cuit element is used for dividing purpose: resistive, capacitive and resistive-

capacitive (mixed type). Signal level on low voltage arm is appropriate to 

match it with accurate measurement device which allows to analyze the sig-

nal parameters. As rule this is electronic oscilloscope. Common measuring 

schemes of different divider types and their matching with cable are shown 

on Fig. 3.10. 

More detailed consideration of voltage dividers and other measuring 

techniques is much more useful to study during practice course in high volt-

age laboratories. Whole workshop course is connected with all kind of high 

voltage measurement. During this course doing all specific features, con-

structions, measurement principles and its result interpretations are fulfilled. 

 

REFERENCES 

 

1. W. Zaengl, E.Kuffel, J. Kuffel. High voltage engineering. Fundamen-

tals. – Butterworth – Heinemann, 2000. – 539 p. 

2. A. Rodewald and K. Feser. The generation of lightning and switching 

impulse voltages in the UHV region with an improved Marx circuit. 

Trans. IEEE PAS 93, 1974, pp. 414 – 420. 

3. Marx E. Deutsches Reichspatent (German Patent) No. 455933.  

4. D. Kind and  H. Wehinger.  Transients in testing  transformers  due  to  

the  generation  of switching voltages. Trans. IEEE PAS 97, 1978, pp. 

563 – 568. 

5. J.D. Cockcroft and E.S. Walton.  Experiments with high velocity ions.  

Proc. Roy. Soc. London, Series A, 136, 1932, pp. 619 – 630. 

 



 97 

 

 
Figure 3.10 Circuits for signal cable matching: 

a - resistor or parallel-mixed capacitor-divider, b - capacitor divider, simple 

matching, c - capacitor divider, compensated matching, d - damped capaci-

tor divider 
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CHAPTER 4.  OVERVOLTAGES: NATURE AND PROTECTION  

 

4.1 General characteristic of overvoltages 

 

Electrical and power systems are always subjected to overvoltages that 

have their origin in atmospheric discharges in which case they are called ex-

ternal or lightning overvoltages, or they are generated internally by connect-

ing or disconnecting the system, or due to the systems fault initiation or ex-

tinction. The latter type is called internal overvoltages. This class may be 

further subdivided into temporary overvoltages, if they are oscillatory of 

power frequency or harmonics, and switching overvoltages, if they are heavi-

ly damped and of short duration. Temporary overvoltages occur almost with-

out exception under no load or very light load conditions. Because of their 

common origin the temporary and switching overvoltages occur together and 

their combined effect has to be taken into account in the design of high volt-

age systems insulation. 

The magnitude of the external or lightning overvoltages remains essen-

tially independent of the system’s design, whereas that of internal or switch-

ing overvoltages increases with increasing the operating voltage of the sys-

tem. Hence, with increasing the system’s operating voltage a point is reached 

when the switching overvoltages become the dominant factor in designing 

the system’s insulation. Up to approximately 300 kV, the system’s insulation 

has to be designed to withstand primarily lightning surges. Above that volt-

age, both lightning and switching surges have to be considered. For ultra high 

voltage systems, 750 kV and above switching overvoltages in combination 

with insulator contamination become the predominating factor in the insula-

tion design. For the study of overvoltages occurring in power systems, a 

thorough knowledge of surge propagation laws is needed which can be found 

in a number of textbooks and will not be discussed here.  

  

4.2 Nature of overvoltages 
 

One of most dangerous source of overvoltage is lightning. Physical 

manifestations of lightning have been noted in ancient times, but the under-

standing of lightning is relatively recent. Franklin carried out experiments on 

lightning in 1744 – 1750, but most of the knowledge has been obtained over 

the last 50 to 70 years. The real incentive to study lightning came when 

electric transmission lines had to be protected against lightning. 

Fundamentally, lightning is a manifestation of a very large electric dis-

charge and spark. Several theories have been advanced to explain accumula-

tion of electricity in clouds. The present section reviews briefly the lightning 
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discharge processes. 

In an active thunder cloud the larger particles usually possess negative 

charge and the smaller carriers are positive. Thus the base of a thunder cloud 

generally carries a negative charge and the upper part is positive, with the 

whole being electrically neutral. The physical mechanism of charge separa-

tion is still a topic of research and will not be treated here. As will be dis-

cussed later, there may be several charge centres within a single cloud. Typi-

cally the negative charge centre may be located anywhere between 500 m and 

10 000 m above ground. Lightning discharge to earth is usually initiated at 

the fringe of a negative charge centre. To the eye a lightning discharge ap-

pears as a single luminous discharge, although at times branches of variable 

intensity may be observed which terminate in midair, while the luminous 

main channel continues in a zig–zag path to earth. High-speed photographic 

technique studies reveal that most lightning strokes are followed by repeat or 

multiple strokes which travel along the path established by the first stroke. 

The latter ones are not usually branched and their path is brightly illuminat-

ed. The various development stages of a lightning stroke from cloud to earth 

as observed by high–speed photography is shown diagrammatically in Fig. 

4.1. together with the current to ground. The stroke is initiated in the region 

of the negative charge centre where the local field intensity approaches ioni-

zation field intensity During the first stage the leader discharge, known as the 

“stepped leader”, moves rapidly downwards in steps of 50 m to 100 m, and 

pauses after each step for a few tens of microseconds.  From the tip of the 

discharge a ‘pilot streamer’ having low luminosity and current of a few am-

peres propagates into the virgin air with a velocity of about 5101 m/sec. The 

pilot streamer is followed by the stepped leader with an average velocity of 

about 5105 m/sec and a current of some 100 A. For a stepped leader from a 

cloud some 3 km above ground shown in Fig. 4.1 it takes about 60 m/sec to 

reach the ground. As the leader approaches ground, the electric field between 

the leader and earth increases and causes point discharges from earth objects 

such as tall buildings, trees, etc. At some point the charge concentration at 

the earthed object is high enough to initiate an upwards positive streamer. At 

the instance when the two leaders meet, the “main” or “return” stroke starts 

from ground to cloud, travelling much faster ( 61050 m/sec) along the pre-

viously established ionized channel. The current in the return stroke is in the 

order of a few kA to 250 kA and the temperatures within the channel are 15 

000° C  to  20 000° C and are responsible for the destructive effects of light-

ning giving high luminosity and causing explosive air expansion. The return 

stroke causes the destructive effects generally associated with lightning. 
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Figure 4.1 Representation of lightning mechanism and ground current 

 

The return stroke is followed by several strokes at 10 to 300 m/sec in-

tervals. The leader of the second and subsequent strokes is known as the 

“dart leader” because of its dart–like appearance. The dart leader follows the 

path of the first stepped leader with a velocity about 10 times faster than the 

stepped leader. The path is usually not branched and is brightly illuminated. 

A diagrammatic representation of the various stages of the lightning 

stroke development from cloud to ground in Figs 4.2(a) to (f) gives a clearer 

appreciation of the process involved.  In a cloud several charge centres of 

high concentration may exist. In the present case only two negative charge 

centres are shown. In (a) the stepped leader has been initiated and the pilot 

streamer and stepped leader propagate to ground, lowering the negative 

charges in the cloud. At this instance the striking point still has not been de-

cided; in (b) the pilot streamer is about to make contact with the upwards 

positive streamer from earth; in (c) the stroke is completed,  a heavy return 

stroke returns to cloud and the negative charge of cloud begins to discharge; 

in (d) the first centre is completely discharged and streamers begin develop-

ing in the second charge centre; in (e) the second charge centre is discharging 

to ground  via the first charge centre and dart leader, distributing negative 
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charge along the channel. Positive streamers are rising up from ground to 

meet the dart leader; (f) contact is made with streamers from earth, 

 
Figure 4.2 Schema of various stages of lightning stroke  

heavy return stroke proceeds upwards and begins to discharge negatively 

charged space beneath the cloud and the second charge centre in the cloud. 

Lightning strokes from cloud to ground account only for about 10 percent of 
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lightning discharges, the majority of discharges during thunderstorms take 

place between clouds. Discharges within clouds often provide general illumi-

nation known as “sheath lightning”. 

 It is very important to make an estimation of lightning parameters. To 

estimate the amount of energy in a typical lightning discharge let us assume a 

value of potential difference of 10
7 

V for a breakdown between a cloud and 

ground and a total charge of 20 coulombs. Then the energy released is 
71020 Ws or about 55 kWh in one or more strokes that make the discharge. 

The energy of the discharge dissipated in the air channel is expended in sev-

eral processes. Small amounts of this energy are used in ionization of mole-

cules, excitations, radiation, etc. Most of the energy is consumed in the sud-

den expansion of the air channel. Some fraction of the total causes heating of 

the struck earthed objects. In general, lightning processes return to the global 

system the energy that was used originally to create the charged cloud. 

The degree of hazard depends on circumstances. To minimize the 

chances of being struck by lightning during thunderstorm, one should be suf-

ficiently far away from tall objects likely to be struck, remain inside build-

ings or be well insulated. 

A direct hit on a human or animal is rare; they are more at risk from in-

direct striking, usually:  

(a) when the subject is close to a parallel hit or other tall object,  

(b) due to an intense electric field from a stroke which can induce suffi-

cient current to cause death,  

(c) when lightning terminating on earth sets up high potential gradients 

over the ground surface in an outwards direction from the point or object 

struck.  

Figure 4.3 illustrates qualitatively the current distribution in the ground 

and the voltage distribution along the ground extending outwards from the 

edge of a building struck by lightning. The potential difference between the 

person’s feet will be largest if his feet are separated along a radial line from 

the source of voltage and will be negligible if he moves at a right angle to 

such a radial line. In the latter case the person would be safe due to element 

of chance. The danger to electric systems and apparatus comes from the po-

tentials that lightning may produce across insulation. Insulation of power sys-

tems may be classified into two broad categories: external and internal insu-

lation.  
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Figure 4.3 Current distribution and voltage distribution in ground  

due to lightning stroke to a building 

 

External insulation is comprised of air and/or porcelain, special glass, etc., 

such as conductor–to– tower clearances of transmission lines or bus supports. 

If the potential caused by lightning exceeds the strength of insulation, a 

flashover or puncture occurs. Flashover of external insulation generally does 

not cause damage to equipment. Flashover is spark discharge on the dielec-

tric surface. This phenomenon is described in Chapter 1, 1.4. The insulation 

is “self–restoring”. At the worst a relatively short outage follows to allow re-

placement of a cheap string of damaged insulation. Internal insulation most 

frequently consists of paper, oil or other synthetic insulation which insulates 

high voltage conductors from ground in expensive equipment such as trans-

formers, generators, reactors, capacitors, circuit–breakers, etc. Failure of in-

ternal insulation causes much longer outages. If power arc follows damage to 
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equipment it may be disastrous and lead to very costly replacements. 

The system’s insulation has to be designed to withstand lightning volt-

ages and be tested in laboratories prior to commissioning. Exhaustive meas-

urements of lightning currents and voltages and long experience have formed 

the basis for establishing and accepting what is known as the standard surge 

or impulse voltage to simulate external or lightning overvoltages. The inter-

national standard lightning impulse voltage waveshape is an aperiodic volt-

age impulse that does not cross the zero line which reaches its peak in 1.2 

µsec and then decreases slowly (in 50 µsec) to half the peak value. The char-

acteristics of a standard impulse are its polarity, its peak value, its front time 

and its half value time. 

Extensive laboratory tests have shown that for external insulation the 

lightning surge flashover voltages are substantially proportional to gap length 

and that positive impulses give significantly lower flashover values than neg-

ative ones. In addition, for a particular test arrangement, as the applied im-

pulse crest is increased the instant of flashover moves from the tail of the 

wave to the crest and ultimately to the front of the wave giving an impulse 

voltage – time (“V – T”) characteristic as was discussed in Chapter 1.  

Internal, first of all, switching overvoltages are a result of repeated regu-

lar switching on – switching off procedure. It takes place in any electric ener-

gy system due to its working singularity. In power transmission systems with 

systems voltages of 220 kV and above, the electrical strength of the insula-

tion to switching overvoltages becomes important for the insulation design. 

A considerable amount of data on breakdown under switching surges is 

available [8-10]. Many tests have shown that the flashover voltage for vari-

ous geometrical arrangements under unidirectional switching surge voltages 

decreases with increasing the front duration of the surge, reaching the lowest 

value somewhere in the range between 100 and 500 µsec. The time to half-

value has less effect upon the breakdown strength because flashover almost 

always takes place before or at the crest of the wave. 

 

4.3 Insulation coordination 

 

Insulation coordination is the correlation of insulation of electrical 

equipment with the characteristics of protective devices such that the insula-

tion is protected from excessive overvoltages. In a substation, for example, 

the insulation of transformers, circuit breakers, bus supports, etc., should 

have insulation strength in excess of the voltage provided by protective de-

vices. 

Electric systems insulation designers have two options available to 

them:  
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 choose insulation levels for components that would withstand all kinds of 

overvoltages,  

 consider, design and engineering protective devices that could be in-

stalled at the sensitive points in the system that would limit overvoltages 

there.  

The first alternative is unacceptable especially for ultra high voltage op-

erating levels because of the excessive insulation required. Hence, there has 

been great incentive to develop and use protective devices. The actual rela-

tionship between the insulation levels and protective levels is a question of 

economics. Conventional methods of insulation coordination provide a mar-

gin of protection between electrical stress and electrical strength based on 

predicted maximum overvoltage and minimum strength, the maximum 

strength being allowed by the protective devices. 

“Insulation level” is defined by the values of test voltages which the in-

sulation of equipment under test must be able to withstand. 

In the earlier days of electric power, insulation levels commonly used 

were established on the basis of experience gained by utilities. As laboratory 

techniques improved, so that different laboratories were in closer agreement 

on test results, an international joint committee, the Committee on Insulation 

Coordination, was formed and was charged with the task of establishing insu-

lation strength of all classes of equipment and to establish levels for various 

voltage classification. In 1941 a detailed document was published giving 

basic insulation levels for all equipment in operation at that time. The pre-

sented tests included standard impulse voltages and one–minute power fre-

quency tests. 

In the early days insulation levels for lightning surges were determined 

by evaluating the 50 per cent flashover values (BIL) for all insulations and 

providing a sufficiently high withstand level that all insulations would with- 

stand. For those values a volt – time characteristic was constructed. Similarly 

the protection levels provided by protective devices were determined. The 

two volt – time characteristics are shown in Fig. 4.4. The upper curve repre-

sents the common BIL for all insulations present, while the lower represents 

the protective voltage level provided by the protective devices. The differ-

ence between the two curves provides the safety margin for the insulation 

system. Present–day practices of insulation coordination rely on a statistical 

approach which relates directly the electrical stress and the electrical 

strength.  
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Figure 4.4 Coordination and protection levels 

 

This approach requires a knowledge of the distribution of both the antic-

ipated stresses and the electrical strengths. The statistical nature of overvolt-

ages, in particular switching overvoltages, makes it necessary to compute a 

large number of overvoltages in order to determine with some degree of con-

fidence the statistical overvoltages on a system. 

In engineering practice it would become uneconomical to use the com-

plete distribution functions for the occurrence of overvoltage and for the 

withstand of insulation and a compromise solution is accepted as shown in 

Figs 4.5 (a, b) for guidance. Curve on Fig. 4.5 (a) represents probability of 

occurrence of overvoltages of such amplitude  Vs  that only 2 per cent (shaded 

area) has a chance to cause breakdown. VS is known as the “statistical over-

voltage". In Fig. 4.5 (b) the voltage Vw is so low that in 90 per cent of ap-

plied impulses, breakdown does not occur and such voltage is known as the 

“statistical withstand voltage” Vw. 

The “protection level” provided by arresters is established in a similar 

manner  to the “insulation  level”; the basic difference is that the insulation 

of protective devices (arresters) must not withstand the applied voltage. 
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Figure 4.5 Diagram of probability for overvoltages (a) 

and insulation withstand strength (b) 
 

 In practice, the protective gap will in general break down before the in-

sulation and will cause a reduction (to a safe limit) in overvoltage reaching 

the protected insulation. 

 

4.4 Protection devices 

 

Special protective devices from overvoltages are called arresters. The 

development of metal oxide arresters (MOA) represented a breakthrough in 

overvoltage protection devices. It became possible to design arresters without 

using gaps which were indispensable in the conventional lightning arresters, 

which utilized non–linear resistors made of silicon carbide (SiC) and spark 

gaps. Figs 4.6 and 4.7 show a block diagram of the valve arrangements in the 

two types of arrester. In device of Fig. 4.6 the elements and the spark gaps 

are connected in series. In other arrester’s type (Fig.4.7) the elements are 

stacked on top of each other without the need for spark gaps.  
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Figure 4.6 Block diagram of valve SiC–type arrester 

 

An ideal lightning arrester should:  

conduct electric current at a certain voltage above the rated voltage; 

hold the voltage with little change for the duration of overvoltage; 

substantially cease conduction  at very nearly the same voltage at which 

conduction  started.  

In SiC arrester type the three functions are performed by the combina-

tion of the series spark gaps and the SiC elements. In the case of MOA ar-

rester the metal oxide valve elements perform all three functions because of 

their superior non–linear resistivity. The volt – current characteristics for the 

two types of arresters can be represented by the following equations: 
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Figure 4.7 Block diagram of valve arrester MOA–type 

 

 

 For SiC valves: akVI  where a=4-6                                             (4.1) 

 

          For ZnO valves: bkVI   where k=const, b=25-30                       (4.2) 

 

Typical volt – current characteristics for the valve elements used in the 

two types of arresters are plotted in Fig. 4.8. The metal oxide varistors, which 

consist of compacted and sintered granules of zinc oxide with a small amount 

of other carefully selected metal oxide additives (Bi2O3, MnO, Cr2O3, Sb2O3) 

to improve the V–I  non–linearity, were first introduced in the electronics 

industry in 1968 by Matsushita Electric Industrial Co. in Japan.  
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Figure 4.8 Volt-ampere characteristics of zinc oxide and  

silicon carbide valve elements 
 

The ZnO grains have a low resistivity, while the additives (oxides) 

which form the boundaries between the grains provide high resistance. The 

two are strongly bonded when sintered at high temperature.  

From Fig. 4.8 it can be seen that for a change in current from 10
-3

to 10
2
 

A/cm
2

, the voltage increase for ZnO is only 56 per cent. With such a high de-

gree of non–linearity it is entirely feasible to use these elements without se-

ries gaps in an arrester with a current of only tens of µA at operating voltage. 

The elements are manufactured in the form of discs of several sizes. The 

disc voltage rating has been increasing with the improvement in the manu-

facturing technology and the microstructure composition, e.g. Fig. 4.9 com-

pares the V – I characteristics of an older type ZnO element with that of a 

new type, both developed by Mitsubishi. 

It is noted that the voltage rating per unit valve has been approximately 

doubled. For higher voltage and current ratings the discs are arranged in se-

ries and in parallel.  

Figure 4.10 shows a schematic structure of a three-column arrangement 

of the arrester valves in an advanced MOA compact structure. 

In Fig. 4.11 is shown part of an assembled advanced 500 kV MOA. The 

percentages indicate the reduction in size by replacing the older type MOA 

with the advanced MOA elements whose V – I characteristics are shown in 

Fig. 4.11. 
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Figure 4.9 Comparison of volt – current characteristics of advanced MOA (new) 

with that of an older type MOA (conventional) 

 
 

Figure 4.10 Structure of a three column arrangement of arrester elements 
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Figure 4.11 Part of an assembled 500 kV MOA arrester. 

 

In this construction the individual surge arresters are interconnected by 

means of corona–free stress distributors. The modular design and the light-

weight construction allow easy on–site engineering and in the event of any 
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units failing the individual unit may be readily replaced. 

The advantages of the polymeric–housed arresters over their porce-

lain-housed equivalents are several and include: 

 No risk to personnel or adjacent equipment during fault current op-

eration. 

 Simple light modular assembly – no need for lifting equipment. 

 Simple installation. 

 High–strength construction eliminates accidental damage during 

transport. 

 The use of polymer materials and/or silicon rubber reduces pollution 

flashover problems. 

Thus the introduction of ZnO arresters and their general acceptance by 

utilities since late 1980s, and in 1990s in protecting high voltage substations, 

has greatly reduced power systems protection problems. 

In the earlier construction the valve elements were mounted within a ce-

ramic housing. The metal oxide elements were surrounded by a gaseous me-

dium and the end fittings were generally sealed with rubber O–rings. With 

time in service, especially in hostile environments, the seals tended to deteri-

orate allowing the ingress of moisture.  In the 1980s polymeric-housed surge 

arresters were developed. Bowthorpe EMP (UK) manufactures a complete 

range of polymeric–housed arresters extending from distribution to heavy du-

ty station arresters for voltages up to 400 kV. In their design the surface of 

the metal oxide elements column is bonded homogeneously with glass fibre 

reinforced resin. This construction is void free, gives the unit a high mechan-

ical strength, and provides a uniform dielectric at the surface of the metal ox-

ide column. The housing material is a polymer (EPDM) – Ethylene propylene 

diene monomer – which is a hydrocarbon rubber, resistant to tracking and is 

particularly suitable for application in regions where pollution causes a prob-

lem. A cross–section detailing the major features of a polymeric–housed ar-

rester is given in Fig. 4.12. 

The ZnO elements are separated by aluminium blocks which serve as 

heat sinks. To achieve higher voltages and higher current ratings a modular 

construction with the individual units mounted in series – parallel arrange-

ment is shown in Fig. 4.13. 

Arresters are important part of every electric energy system. Valve ar-

resters are used in majority of World’s electric energy systems. Design and 

engineering of ZnO–type arrester allowed make protection degree more high 

and technological. Essential more rapid non–linearity of ZnO, absence of 

spark gaps makes this arrester type very prospective for electric energy sys-

tems around the World.  
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Figure 4.12 Cross section of a polymer-housed arrester 
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Figure 4.13 Construction of a series–parallel polymeric–housed arrester  
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CHAPTER 5. ADVANCED HIGH VOLTAGE TECHNOLOGIES 

 

 

5.1 New approaches to high voltage equipment diagnostics 

 

5.1.1 Dielectric spectroscopy technology 

 

The main aim of this paragraph is to present and to recall the fundamen-

tals of advanced method high voltage insulation diagnostic of high voltage 

equipment, first of all power transformers. It is based on dielectric spectros-

copy. These are dielectric response in time– and frequency–domain by in-

troducing into the basic equations. From these fundamentals, dentifing and 

diagnostic methods can be derived which become more and more attractive 

for a condition based maintenance of electric power equipment which has to 

be applied in future.  

Today, the catchword in utility companies is condition–based or den-

tiftive testing and maintenance, or even life management, as opposed to time-

based or preventive maintenance only. The reasons for this evolution are well 

known. In North America, for instance, their roots can be found in restructur-

ing and re–regulation of the Electric Utility Industry, and here in Europe, it 

was the adoption of the “Single Market Directive” which became the norm in 

February 1999, whereas it was still the exception many years before [1]. The 

main issue of this regulation of the electricity market, which becomes now 

subdivided into independent power producers, transmission companies, sys-

tem operators and distribution companies, is to encourage competition still 

maintaining basic public policy and service objectives. All partners within 

this new scheme are thus forced to cut costs in maintenance and operation 

without endangering steady supply of electricity to demanding customers. 

Costs can be reduced first of all by a transition from time–based maintenance 

(TBM) to condition based maintenance (CBM), if the actual conditions of the 

expensive high voltage (HV) components within the electric power transmis-

sion systems are reliably known. The application of “unscheduled mainte-

nance”, the philosophy of which is based on a reactive mode of operation, 

will not at all reduce costs. Unscheduled maintenance means that only then 

repairs and maintenance will be made if the equipment, as e.g. a transformer 

or cable, breaks down. But this causes in general a downtime of the electrici-

ty supply so that breakdowns become much more costly than planned 

maintenance. A CBM based on diverse, reliable diagnostic tools should be 

applied today. Driving forces for the development and application of im-

proved diagnostic methods are the steadily increasing age of expensive HV 

components. In many parts of the world, the majority of e.g. large power 



 118 

transformers have been installed in the 60’s of the last century. Also, cable 

technology did change at this time and the first generations of PE or XLPE 

cables are still prone to breakdowns. All these facts are very well known. It is 

not the aim of this contribution to discuss the full complexity of all the differ-

ent diagnostic techniques as already successfully applied to different HV 

components. Most of the dangerous breakdowns, however, are caused by 

ageing effects of the HV insulation systems as used within these components, 

and there is still some lack of appropriate tools to diagnose insulation materi-

als non–destructively and reliably in the field of application. New methods 

have been published in the last decade and even before, for which reliable di-

agnostics are claimed.  Many of these methods are based on changes of die-

lectric properties of the insulation, whose basics are often not very well 

known. Therefore, this contribution will predominantly introduce into such 

basics but will also provide some hints to more recent instruments, which are 

able to quantify dielectric properties in the field. 

Experience shows that most of electric power engineers are not too fa-

miliar with the fundamentals of “dielectric response functions” and their 

background. The following short introduction may contribute to close this 

gap. Every kind of insulation material consists at an atomic level of negative 

and positive charges balancing each other in microscopic as well as in 

more macroscopic scales (if no uni–polar charge was deposited within the 

material before by well known charging effects). Macroscopically, some lo-

calised space charge may be present, but even then an overall charge neutrali-

ty exists. As soon as the material is exposed to an electric field (as gener-

ated by a voltage across electrodes between which the dielectric is embed-

ded), very different kinds of dipoles become excited even within atomic 

scales. A local charge imbalance is thus “induced” within the neutral spe-

cies (atoms or molecules) as the “centres of gravity” for the equal amount of 

positive and negative charges,  q, become separated by a small distance d, 

thus creating a dipole with a dipole moment, p = qd, which is related to 

the “local” or “microscopic” or a slow process as e.g. active in cable mate-

rial electric field E acting in close vicinity of the species. Thus, the dipole 

moment can also be written as p =  E, where  is the “polarisability” of 

the species or material under consideration. Note that p, d and E are vectors 

not marked here. As the distance d will be different for different species as 

well as the number of dipoles per unit volume, also their polarisability is dif-

ferent. Due to chemical interactions between dissimilar atoms forming mole-

cules, many molecules will have a constant and stabledistance d between the 

charge centers thus forming “permanent dipole moments”, which are in 

general not uniformly distributed within the matter as long as no external 

field is applied.  (Note, that any kind of “permanent polarisation”, as effec-
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tive in electrets or ferroelectrics, is not considered here). The macroscopic 

effect of the polarisation–ability of individual species is finally manifested 

in a general relation between the macroscopic polarisation P and the number 

of polarised species N per unit volume of the matter. These relationships are 

known, but not treated here. But let us recall now the main mechanisms pro-

ducing polarisation P: “Electronic Polarisation” is effective in every atom 

or molecule as the centre of gravity of the electrons surrounding the positive 

atomic cores will be displaced by the electric field E. This effect is extremely 

fast and thus effective up to optical frequencies. – “Ionic (or molecular) Po-

larisation” refers to matter containing molecules forming ions, which do  not 

separate by low electric fields  or  working  temperatures. - “Dipolar (or 

orientation) Polarisation” belongs to matter containing molecules with per-

manent dipole moments with orientations statistically distributed due to the 

action of thermal energy.  Under the influence of E, the dipoles will be ori-

ented only partially, so again, a linear dependency of P and E exists. Ionic 

and dipolar polarisation are still quite fast effects and may follow AC fre-

quencies up to MHz  or  GHz.  -  “Interfacial Polarisation”  is   predomi-

nantly   effective   in   insulating   materials composed of different dielectric  

materials as e.g. oil impregnated paper/cellulose. The mismatch of the 

products permittivity by electric conductivity for the different dielectrics 

forces movable positive and negative charges to become deposited on the in-

terfaces of different insulating materials, thus forming dipoles. This phenom-

ena is often very slow and in general active in a very low frequency range 

up to power frequencies. – Finally, hopping of charge carriers between lo-

calised sites of charges may occur creating also polarisation. This is in gen-

eral also a slow process as e.g. active in cable materials (PE etc.). For more 

detail see e.g. [2, 3].  

So, the dielectric polarisation is the result of a relative shift of positive 

and negative charges in the matter. During all of these processes, the elec-

tric field is therefore not able to force the charges to escape from the mat-

ter, which would cause inherent electric condition.  

Dielectric Response Methods are based on fundamental interactions be-

tween well known electric quantities: Usually, HV insulation materials (also 

called dielectrics) are isotropic and in general homogeneous, at least at mac-

roscopic scales. Then, the vectors of (macroscopic) polarisation P and the 

electric field E are of equal direction and interrelated by:   

       EP
0

                                               (5.1) 

 

where  is the dielectric susceptibility of the matter, a dimensionless 

number which is zero for ideal vacuum. Thus, the susceptibility   accounts 
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for all kinds of polarisation processes as effective within a dielectric, 
0
  is the 

permittivity of vacuum. This provides already a hint that all polarisation pro-

cesses induce also electric charges at the electrodes, between which the die-

lectric is sandwiched. From equation (5.1) it can well be deduced that the po-

larisation P will change or vanish if the field E is changed or set to zero.A re-

duction of E will thus lead to a depolarisation process, which will follow 

with some delay or retardation to the reduction of E. Dielectric properties be-

come thus dynamic events which can be detected in time- as well as in fre-

quency domain. 

In a vacuum–insulated electrode arrangement, the vector of electric dis-

placement (or “dielectric flux density” or “electrical induction”) D is exactly 

proportional to the electric field E,  

 

                                                         ED
0
                     (5.2)  

 

or, if the electric field is generated by a time-varying voltage,  

 

                                                   )()(
0

tEtD                             (5.3)  

 

here, 
0
  is again the permittivity of vacuum. The origin of D and E is in gen-

eral provided by a voltage source connected to the electrodes of any electrode 

arrangement under consideration. No time delay at all will exist between both 

magnitudes, if the time scales considered produce still “electrostatic field 

conditions”. Note, however, that D represents the (positive and negative) 

electric charges per unit area as induced at the electrode surface, these charg-

es are the origin – sources and sinks – of all electric field lines. For time–

varying fields, E(t), the so called “displacement current” must be supplied by 

the voltage source to maintain the area charge density at the electrodes. This 

current is governed by dQ/dt, where Q is the total electric charge deposited 

on each of the electrodes. If now the vacuum is replaced by any kind of iso-

tropic dielectric material, the electric displacement D of equation (5.2 and 

5.3) increases by its inherent (macroscopic) polarisation P as defined in equa-

tion (5.1): 

 

  )(1)()()(
00

tEtPtEtD                                          (5.4) 

 

This equation is quite essential as it separates the two kinds of charge in-

duction. As for isotropic materials both vectors, P and D, are still in parallel 

to E, we can further on avoid bold letters to mark vectors. However, the 

time dependency of  P(t) will  not any more be the same as that of  E(t), as 
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the different polarisation processes have different time delays with respect 

to the appearance of E. This delay is obviously caused by the time-dependent 

behaviour of the susceptibility )(t  . This time delay may be understood 

best with the following reflections: Let us assume, that a step-like constant 

electric field of magnitude E0 is applied within the dielectric at any time t0 

and that this field remains constant for t  t0. The dielectric can then be com-

pletely characterised by its time dependent susceptibility )(t  or its specific 

polarisation P(t) as a  response in time domain, i.e. the formation and evo-

lution of the different kinds of polarisation processes, which develop as well 

within extremely short times (as e.g. electronic polarisation) or are much 

slower or even very slower (as e.g. interfacial polarisation). For
0

tt  , the 

magnitude of the susceptibility or polarisation is still zero. Figure 5.1 illus-

trates this situation: 

 

 

  
 

Figure 5.1 Polarization of a dielectric exposed to a step field magnitude E0  

 

This, according to equation. (5.1), can be expressed as  

 

                      )()(
)(

0

0

tlt
E

tP
                                    (5.4)  
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where  (t) as well as P(t) represent “step response functions”. The factor 

1(t) is used to indicate the unit step. It is necessary to note, however, that in 

fig. 1 the first part of these functions are simplified by an ideal step to ac-

count for the very fast polarisation processes, marked by an “instantaneous 
polarisation”, P(t = to) = P . This step can in general not be recorded nei-

ther in time– nor in an adequate frequency domain. As all kinds of polarisa-

tion become finite and will settle at longer times, the polarisation becomes 

finally “static”,  
s

PtP  , i.e. for a selected time static. Due to fig. 1, 

the step response of this somewhat simplified polarisation can now be writ-

ten as: 

  

      
0

)( ttgPPPtP
s




                                          (5.5) 

 

where g(t) is dimensionless, monotonically increasing function.  

The equation (5.4) may also be written as: 

 

         
000

)( EttgtP
s




                               (5.6) 

 

As known from general circuit theory, it is now possible to compute any oth-

er time dependent polarisation P(t) for any other time dependent excitation 

E(t) of a test object, as the special solutions for the step excitation are al-

ready known. This can be done by means of “Duhamel’s Integral” or con-

volution in the time domain. For the quantities as used in equation. (5.6), the 

result is: 

 

   



t

dEtftEtP  )()()()(
000

                           (5.7) 

 

where f(t) is the so called dielectric response function.  
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)(                               (5.8) 

 

f(t) is obviously a monotonically decreasing function and inherent to the di-

electric investigated.  

 

The polarisation P(t) is not an observable magnitude by itself, but it produces 

the main part of the polarisation (or absorption, or charging) current in a 

test object if the electric  field,  E(t), is  suddenly applied. But up to now, 

we have not yet considered any inherent or “pure” dc conductivity  0, 
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which represents the movement of the free charges in the dielectric and 

which is  not involved in polarisation. As already postulated by Maxwell in 

1891 [4], this field E(t) generates a total current density j(t), which can be 

written as the sum of conduction, vacuum and polarisation displacement 

current:  
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000
                            (5.9) 

 

Taking into account 


  1  equation (5.9) can be written as: 

 

    )()()()()(
00

tEtfttEtj 

                                     (5.10) 

 

Equation (8a) is thus a first basis for the measurement of the dielectric re-

sponse function f(t). For doing so, a step–like dc charging voltage of magni-

tude UC which must be constant and free of ripple, is suddenly switched to 

the test object which has been totally discharged before. Then a polarisation 

current ipol(t) through the test object can be recorded according to the equa-

tion: 

 

  










)()()(

0

0

0
tftUCti

Cpol





                                        (5.11)     

 

where C0 is the geometric or vacuum capacitance of the test object and )(t is 

the delta function originated from the applied step voltage at t=t0. 

This polarisation current contains three parts. The first one is related to 

the intrinsic conductivity of the object, the last one represents all polarisa-

tion processes as activated during the time of voltage application and the 

middle part with the delta function can not be recorded in practice due to 

the large dynamic range of the current amplitudes. 

A polarisation current measurement can be stopped if the current be-

comes either stable due to the dc term or very low. Immediately following 

the polarisation, the depolarisation (or discharging) current idepol can be 

measured by a subsequent short–circuiting of the sample, as shown on figure 

5.2. 

 



 124 

 
 

Figure 5.2 Principle of relaxation current measurement 

 

According to the superposition principle and neglecting the second term 

in equation.(5.11) which is again a very short current pulse, we get for 

 
C

Ttt 
0

: 

 

    )()()(
0 CCdepol

TtttfUCti                                    (5.12) 

 

where TC is the time during which the step voltage for polarisation was ap-

plied. This current is of opposite polarity. 

In practice, the polarisation and depolarisation or relaxation currents are 

measured with a “two electrode” technique as shown in figure 5 . 3.  
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Figure 5.3 Principle of test scheme for the PDC measuring technique 

 

The measured currents are then defined by the selected electrode ar-

rangement and can be sensed at virtual earth potential. The complex insula-

tion system of a power transformer is a typical example for such an appli-

cation. Finally, an example of recently performed relaxation current meas-

urements is shown in figure 5.4. 

 

 
Figure 5.4 Relaxation currents of unaged samples with different moisture contents 
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It is taken from investigations concerning the  dielectric response of 

oil-impregnated pressboard with the moisture content (m.c.) as a  parameter. 

Here, all measurements started 1s after voltage application (ipol) and after 

short circuit (idepol). From the selected results it can be recognised, that only 

for the higher moisture content the final value of the polarisation current 

could be reached, though the measurements lasted up to 200000 s, which is 

about 56 hours. Representation of these results in log-log scale is paramount 

due to the large dynamic of the process. 

This is shown y means of equations (5.7) and (5.10) in which an ideal 

step response for the total current density of an ideal dielectric response func-

tion f(t) considering also instantaneous polarisation processes are assumed: 

 

       
t

o

dEtf
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               (5.13) 

Taking into account j(t)  j(p); E(t)  E(p); E’(t)  p E(p); f(t)  F(p); and 

considering the convolution of the last term in this equation we get with p be-

ing the Laplace Operator: 

 

                           )()()()()(
000
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As p is nothing else than the complex frequency i , we can reduce the equa-

tion to: 
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Thus it becomes obvious, that  F  is the Fourier Transform of the  die-

lectric response function  f(t) or the complex susceptibility   : 

 

           dttitfiF 



0

exp)(                (5.16) 

 

Combining equations (5.15) and (5.16) shows the well known relationship: 

 

                Eij  1
000

                  (5.17) 

 

The complex electric displacement  D  can now be expressed by the rela-

tive, but complex dielectric permittivity,   , with the relation: 

                           EiED  1
00                (5.18) 
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where: 

 

                       ii 1                  (5.19) 

 

Actual measurements of this dielectric response in frequency domain in diffi-

cult to perform if the frequency range become large. Usually such measure-

ment is applied for a single power frequency. New approach can cover some 

decades in frequency range. Note, that according to equation (5.17) such in-

struments can not distinguish between the current contribution of the “pure” 

DC conductivity 0
 and that of the dielectric loss    . This means that the 

effective measured relative dielectric permittivity  
R is different from the 

relative permittivity   as defined in equations (5.18) and (5.19) Then the 

effective relative dielectric permittivity  
R is defined form the following 

relations: 
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0

0

0

0 1 ii
RRR , (5.20) 

 

and the “dielectric dissipation factor” tan can be written as: 

 

                          
 

 







R

R





 0

0

tan .                             (5.21) 

 

The real part of equation (5.20) represents the capacitance of a test object, 

whereas the imaginary part represents the losses. Both quantities will depend 

on frequency. Often, this fact is not appreciated, if only one single frequen-

cy is applied for the measurement. As ageing effects will change these magni-

tudes in quite different and specific frequency ranges, new diagnostic tools 

have to take care for this effect. Measurements in the frequency domain need 

voltage sources of variable frequencies. So, these measurements become very 

lengthy if low frequencies are considered. At least 3 cycles of an AC voltage 

are in general necessary to determine of amplitude and phase shift between 

voltage and current. Therefore, up to 3 000 s can be necessary to get a single 

value only of C and tan for a frequency 1 mHz. Figures 5.5 and 5.6 display 

the frequency range for the (real part of the) capacitance 
0

CC   and dissi-

pation factor of the pressboard samples as used in figure 5.4. The measure-

ments have been made with a special “dielectric spectrometer” [5, 6] for se-

lected individual frequencies, which can be identified  



 128 

   
 

Figure 5.5 Real part of the complex capacitance of the pressboard sample 

 

 

 
Figure 5.6 Dissipation factor tan of the pressboard sample 
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by the straight lines between measuring points. The results show, that the 

m.c. of the pressboard affects the low and very low requencies much more 

than the power frequency, this for the dissipation factor as well as for the 

capacitance, C’; this increase is obviously caused by the conductivity of 

water and thus increased interfacial polarisation inside the board. 

     Ageing of insulation materials can be detected by its dielectric response 

in any of the two domains. But also many other methods exist as based 

on other physical reactions, as e.g. changes in chemical, mechanical or opti-

cal behaviour. Since many years such methods are applied to power trans-

former diagnostics, as e.g. by oil parameter analysis including DGA or 

HPLC, or Carl Fischer tests for detecting moisture in oil and paper, for 

which a very large amount of publications does exist. This paper, however, 

is completely restricted to dielectric response techniques, which can be ap-

plied to any kind of equipment. The test objects are treated as “black box-

es” accessible only by their terminals. The disadvantage of dielectric re-

sponse measurements in either of the two domains is their “off–line” 

character, i.e. the equipment must be switched off from the power transmis-

sion voltage.  

A single Return or Recovery Voltage (RVM) measurement is the oldest 

method to qualify dielectric properties (permittivity and losses) of “anoma-

lous” dielectrics, defined by not only a single relaxation time, see e.g. [7, 8]. 

Only the principle is shown in figure 5.7.  

 

 
 

Figure 5.7 Principle of a Return Voltage Measurement 
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To get complete information, similar to fig. 5.1 a step voltage U0 is 

applied across the electrodes of the completely discharged object. After a 

short grounding (short–circuiting) period, a recovery voltage, UR(t), can then 

be  measured under open circuit conditions, if the input impedance of the  

voltmeter is very high. The source of the recovery voltage are the relaxa-

tion processes inside the dielectric material, i.e. the depolarisation current, 

idepol(t), which a voltage  builds up on the electrodes of the test object. The 

grounding period shall be much less than 1 second so that only the “instanta-

neous” polarisation processes disappear. UR(t) can be calculated numerically 

if the dielectric response f(t)  of the test object has been measured and if the 

duration of the grounding period, (t2 – t1), together with other boundary con-

ditions are taken into account. The phenomena, however, can easiest be ex-

plained if we represent the dielectric by an  equivalent  circuit which is able 

to explain all measurements in time domain: As already shown earlier, for 

“slow” polarisation processes the function f(t) and thus the relaxation cur-

rents are monotonically decreasing, see fig. 5.4. These currents can be simu-

lated by a sum of exponential functions as shown in [9] and elsewhere. This 

sum is, together with the power (high) frequency capacitance 
0

CC


 as 

determined by conventional methods and the final value  of the insulation 

resistance R0 (equivalent to 
0

 ), the  origin of this well known and general 

equivalent circuit, see figure 5.8. 

 

 

 
 

Figure 5.8 Equivalent circuit to model any linear dielectric 

If this circuit is charged with a voltage source U0 during
1

0 tt  , the individ-
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ual polarisation currents including the constant current through R0 will flow 

into the circuit, charging instantaneously 


C  and, with some delay, the RC-

elements according to their time constants. Depending on how long (t1) the 

object is charged, the different polarisation processes as represented by the 

RC elements become either fully or only partly activated. A short grounding 

period from 
21

ttt  will only discharge 


C  but if this period is larger, also 

the slower polarisation processes start to relax. As soon as this short circuit is 

opened for t > t2, the recovery voltage is measured at open circuit conditions, 

as the polarisation processes (or RC elements), which either not or only partly 

relaxed during the short circuit period, will partly discharge into 


C  and R0. 

The magnitude of the return voltage is thus always proportional to U0. This 

method can be traced back to the beginning of the last century and was orig-

inally applied due to the difficulties in measuring small (depolarisation) cur-

rents. It was, however, always possible to measure voltages with electrostatic 

voltmeters, the input impedance of which is extremely large. The application 

of this method is of advantage if the “ground” terminal of the test object is 

not accessible. In Germany, at least one measuring system based on this 

method is available [3]. 

If this ancient method is nowadays again applied, it was triggered by 

the appearance of a similar, but specialised method called simply “RVM- 

technique”. The method, originally proposed in [5] and somewhat later 

commercialized [6], became attractive for diagnosing transformer insulation 

as it was claimed that the moisture content in the pressboard  of the complete 

insulation system can be quantified by analysing a so–called “polarisation 

spectrum” resulting from the measurement. This “spectrum” is performed by  

applying a series of charging voltages  U0 to the test  object, followed by the 

short circuiting as explained before, at each step increasing the charging time  

t1 = tc and the short circuiting time (t2 – t1) = tg and  using a fixed ratio of 

(tc/tg) = 2. During these periods, nothing is measured. After tg has elapsed, the 

recovery voltage is recorded and from its peak value, the amplitude URmax is 

quantified and plotted as a function of tc. This dependency is called “polari-

sation spectrum” as its maximum appears indeed at a tc–value, which agrees 

with a single time constant RC of our equivalent circuit, fig. 8. The meth-

od, however, is very lengthy as after each measuring cycle (the longest of 

which is 10 000 s the insulation system must be discharged to prepare the 

next cycle. The method is thus fully based on depolarisation currents only 

which are, depending on the charging period, incomplete as only a part of 

these currents is used to build up the individual return voltages. Instead of 

performing such a measurement, it is possible to compute the “polarisation 
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spectrum” and its parameters if the dielectric response function f(t) is known. 

A quite new instrument, the PDC Analyser, as described recently in [3] 

and manufactured by a Swiss company, measures a complete set of polarisa-

tion and depolarisation currents and thus also the response function f(t), ex-

amples of which have already been shown . The default software of this in-

struments calculates all other quantities as e.g. insulation resistance in func-

tion  of time, all kinds of “Polarisation Indexes”, single Return Voltages or 

“polarisation spectra” as applied by the RVM-technique, and complex ca-

pacitance including loss factor in the frequency domain. Some examples of 

application and evaluation are shown below. This is basic fundamentals of 

Principles in Frequency Domain. The measurement of “C–tan ” at pow-

er frequency (i.e. at one single value in the frequency domain) by means of 

bridge circuits, which are based on “standard capacitors”, is well known. 

Since some years this quantity is sometimes measured at 0.1 Hz in combina-

tion with a low frequency HV test equipment as used for diagnostic tests of 

medium– voltage PE cables, the loss factors of which are sensitive to chemi-

cal treeing. A quite large frequency range is now covered by a new instru-

ment called “IDA 200” manufactured by a Swedish company. This “Insula-

tion Diagnostic Tool” measures C-tan   from 0.0001 Hz – 1000 Hz and co-

vers thus also the low and very low frequency range which is most prone 

to ageing effects. Below, an example for the application of one of the new 

diagnostic tools is presented based on time domain (PDC) measurements. 

The example is taken from very recent investigations in the CIGRE Task 

Force 15.01.09. In the course of the investigations, a test object modelling 

power transformer insulation systems was designed, constructed and used. 

The measurements as performed on this model are based on the 3 methods as 

explained in chapter 5 (RVM–technique, PDC Analyser and IDA 200). The 

design of the test object and the goal of the investigations was already pub-

lished in [6].  

The model can be characterised as follows: metal tank (ca. 

490x1040x1560 mm) with bushings to connect the inside flat electrodes be-

tween which different insulation configurations have been sandwiched. Each 

insulation configuration consisted from flat plates of pressboard (“Kraft 

Thermo 70”) with or without oil gaps between the electrodes. Pressboard 

plates have been fixed in the middle of the whole gap between electrodes by 

means of pressboard spacers.  

 In the following figures, the curves are marked by codes indicating 

the insulation configurations. The effective area of the electrodes is about 

1 m
2

. The “instantaneous” capacitance as measured with 50 Hz ranges from 

about 4.8nF to 2.35nF. Figure 5 .9 shows all 4 sets of relaxation currents as 
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measured on the either “pure board” – configuration 01 or the multi–layer 

configurations of code 02 to 04.  

 

 
Figure 5.9 Relaxation currents measured on four different configurations of the 

“pancake” model. The electrode spacing ratio is 3 V/mm for all measurements.  
 

The currents have been recorded just 1 s after voltage application or 

short–circuiting, and measurement periods have been 5 000 s each. The 

shapes of the currents for these 4 configurations can be subdivided into 2 

groups: The multi–layer configurations 02 to 04 are characterised by their 

pronounced exponential shape at short times of less than about 200 s. This 

kind of shape is typical for PDC measurements on all kinds of HV power 

transformers. They are essentially produced by the formation of the inter-

facial polarisation between oil gaps and pressboard barriers. It can well be 

identified from these shapes in log–log–scales that their dominating time 

constants increase with the thickness ratios of oil gaps to pressboard barri-

ers. The dielectric response of the pressboard becomes more apparent at long 

times, at which the depolarisation currents are quite well in parallel indicat-

ing the identity of the dielectric response function of the pressboard materi-

al as used to reach different thickness (from 2 to 10 mm) of the barriers. The 

(nearly) homogeneous gap of configuration 01 behaves quite different, as 

the initial shape of the currents is not pronounced exponential. A comparison 

with e.g. the relaxation current shapes in figure 4 (unaged, 1% m.c.) shows 
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that still some small oil gaps exist in series to the pressboard, confirmed by 

not ideal electrode systems not further discussed here. 

Figure 5.10 presents the calculated “polarisation spectra” for all 4 con-

figurations 01 to 04 of the model and for a charging voltage of 1 V. 

 

 
 

Figure 5.10 Calculated polarisation spectra of all configurations. 

 

 The results show that the position of the peak value in “polarisation 

spectrum” does change in dependence of geometry. For the configurations 

02 to 04, this maximum is due to the “macroscopic” interfacial polarisation 

and its geometric position at the interface between oil gaps and pressboard. 

This fact can also be calculated by assuming a simple Maxwell–Wagner 

interfacial polarisation process.  In this model, 2 series–connected dielectrics 

with losses are assumed. Each dielectric can then be modelled by – for our 

example – the conductivity and relative permittivity of the oil ( oil,  roil) and 

of the pressboard ( Board,   rBoard). Then the time constant  of the interfa-

cial polarisation is given quanitatively by the following equation, where doil 

and dBoard are the thickness of oil gap and pressboard barrier [13].  

 

BoardOilOilBoard

rBoardOilrOilBoard

dd

dd











0
                                        (5.22) 
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Though in equation (5.22) the much more complex dielectric properties 

of the pressboard are not taken  into account and only simulated by a sin-

gle tie constant, a numerical evaluation with approximate values for both 

components would already show quite good agreement with the results as 

measured. This equation can not simulate the spacers as applied to fasten the 

board within the gaps, but it shows already for the different ratios of oil 

gaps to board thickness the change of the “dominant” time constants, which 

decrease in magnitude if this relationship decreases. The default software of 

the “PDC Analyser” calculates for all measured currents (see Fig. 5.9) the 

specific equivalent circuits (see fig. 5.8) so that the transition to frequency 

domain is easy to perform. In figure 5.11 the results of such calculations are 

displayed for the most interesting configurations 02 to 04 and compared 

with the measured values of capacitance C’( ) and dissipation factor 

tan ( ) as registered by the dielectric spectrometer “IDA 200”. 

 

  
Figure 5.11 Comparison between calculated and measured capacitance and 

dissipation factor tan .  

The comparison shows the good agreement of measured and calculated 

values down to very low frequencies. The maxima in the tan  curves and 

the significant increase of capacitance at low frequencies confirm again the 

predominant influence of interfacial polarisation on the total dielectric re-

sponse of multi–layer arrangements. All measurements as shown in figures 

5.9 and 5.11 have been made with the original new oil of type “Nynas Nytro 

10GBN” with a conductivity of about 2 pS/m (20°C). As also the influence 

of the oil and its conductivity should have been investigated, it was decided 
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to replace it by an oil of different origin with lower conductivity. The new 

type was “Shell Diala D” with   = 0.24 pS/m (21°C). For configuration 

“02” figure 5.12 shows now the measured relaxation currents before and af-

ter oil exchange.  

 

  
 

Figure 5.12 Measured relaxation currents on configuration 02 

before and after oil exchange.  

 

Now, the initial amplitudes dropped by a factor of about 9 and the duration 

of the nearly exponential decay of the currents is heavily prolonged. This de-

crease of the initial current amplitude and the shift of the time constant of in-

terfacial polarisation to long times is thus only due to the decrease of oil 

conductivity.   

The significant changes must also appear in the frequency domain. Fig-

ure 5.13 shows the calculated and partly measured dependencies of capaci-

tance C’( ) and dissipation factors tan ( ).  
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Figure 5.13 Comparison of calculated capacitance and tan curves 

before and after oil change  

 

The calculated values are determined from the relaxation currents as 

displayed in fig. 5 .12. In the low frequency domain, the increase of the ca-

pacitance takes now place for much lower frequencies for the low conductiv-

ity oil as the process of interfacial polarisation between oil and pressboard 

needs much more time. This increase in capacitance is due to the simple fact 

that the electric field in the oil gap  will more or less vanish with time; 

therefore, for extremely low frequencies, the capacitance of the pressboard 

alone will appear. 

Finally, figure 5.14 displays the two polarisation spectra as calculated 

by the PDC Analyser from the measured relaxation currents (fig. 5.11). For 

this calculation the charging voltage was set to 500 V permitting the direct 

comparison with measured values as performed by the RVM technique, 

marked by triangles and stars.  

This figure shows again the significant influence of oil conductivity on 

the time position of the first maximum in the polarisation spectrum and the 

good agreement between calculated and measured values, although the RVM  

meter quantifies a somewhat different insulation system than the PDC  Ana-

lyser (1–terminal against 2-–erminal measurement).  
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Figure 5.14 Comparison of calculated and measured polarisation spectra of 

configuration 02 before and after oil change 

 

These investigations confirm that the main (or first) maximum in the 

“polarisation  spectrum” of the RVM technique for multi–layer arrange-

ments is due to the interfacial  polarisation and that its time position is de-

pendent on the geometrical layout (thickness ratio of oil gap to pressboard 

barrier) and conductivity of oil. Therefore, the time position of the first 

maximum cannot be correlated with the moisture content of the pressboard 

material.  

The results as presented confirm already the possibility to distinguish 

between oil and impregnated pressboard as applied for insulation systems in 

power transformers. Much more quantitative data can be evaluated if the ge-

ometry of the insulation system including spacers is quantitatively taken into 

account. This can be done by a specific software for the PDC Analyser 

which is based on dielectric response functions f(t) of otherwise investigated 

materials and its comparison  with measured data. As an example, the ac-

tual oil conductivity of the test object can immediately be determined as 

the first part of the polarisation current is completely governed by this con-

ductivity. Similar evaluations are possible if frequency domain measure-

ments have been made. 

So, principally new technologies for power transformer insulation state 

control have been developed. Examples of this technologies application with 
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detailed explanations are shown below. 

Measurements of resistance, the dielectric loss factor tgδ at power fre-

quency, and calculation of the absorption co–efficient R60/R15 have been used 

for many years to assess the condition of paper-oil insulation. Capacitance 

between two windings has also been measured at 2Hz and at 50Hz, to derive 

C2/C50 ratio that reveals the moisture content in transformer main insulation. 

Recently, usefulness of these parameters to transformer diagnostics was con-

tested [5]. New methods, based on dielectric polarization relaxation in a 

broad frequency range have been proposed. Moisture content cellulose and 

its thermal degradation can be assessed using these methods. In consequence, 

the remaining technical life of the transformer can be assessed. Polarization 

RVM and PDC records are taken in the time domain, whereas frequency 

characteristics of the insulation capacitance and dielectric loss factor tgδ are 

recorded in the range from 0.1 mHz to 100 Hz. 

PDC method may be perceived as a modification of traditional insula-

tion resistance measurement and calculation of R60/15 quotient. A direct volt-

age is applied to the transformer insulation, and the resulting current charges 

capacitance of the examined insulation. This current is composed of polariza-

tion current ipol that decays, and the constant current determined the insula-

tion conductivity. Subsequently, the charged insulation is short–circuited and 

an opposite–polarity depolarization–current idep decays to zero. The rate of 

current decay depends on polarization relaxation of the paper–oil insulation, 

and contains several exponential components [5, 6]. Test scheme is shown on 

the figure 5.15. 

 

 
Figure 5.15 Test scheme for PDC measurements on real transformer 
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The transformer oil conductivity determines the polarization current magni-

tude during first 100 s. This conductivity depends on the water content in 

oil, its acid number, contamination and temperature. The polarization current 

intensity is proportional to oil conductivity that can be derived from the ini-

tial value of ipol. Water content in cellulose (barriers, spacers) can be de-

rived from the ipol  and idep characteristic after 100 s. Increased water con-

tent in cellulose accelerates depolarization and results in a faster decay of 
idep, as well as in an increase of ipol after 100 s (Fig.5.16). 

 

 

 
 
Figure 5.16 Polarization and depolarization current plotted against time, with the 

water content in oil and in cellulose as parameter 

 

Specialized expert programs compare the ipol and idep characteristics taken on 

an examined transformer to the respective curves obtained on pre-

conditioned Transformerboard samples with a known water content and 

cellulose degradation. Transformer diagnostics in service often relays on a 

comparison of the characteristics taken on similar transformers, or at subse-

quent inspections of the same unit. Such procedure allows for identification 

of transformers that represent a higher operational risk, and scheduling their 

repairs or decommissioning. 

 An example of 270 MVA, 220/15kV transformer is shown in Fig.5.17, 

where the measured idep characteristic was analyzed and water content in cel-

lulose determined by comparison to reference data from Transformerboard 
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samples. 

 

 
 

 
Figure 5.17 Identification of the exponential components and their time constants 

 

Frequency Time Domain (FDS) measuring procedure and the test cir-

cuit are the same as used for the time domain measurements, and shown 

in Fig. 5.15. An examined insulation capacitance C and tgδ low–frequency 

characteristics depend on temperature, insulation degradation and water 

content. This relation has been determined and an effect of increased wa-

ter-content in cellulose and oil on C and tgδ was associated with certain fre-

quency ranges (Fig.5.18). Reference frequency characteristics of capacitance 

and tgδ have been determined in laboratory conditions for different insula-

tion samples with controlled ageing and water content. They are built-in the 

software provided by manufacturers of the FDS measuring instrument to fa-

cilitate interpretation of recorded curves. Geometry of the examined winding 

has to be input together with the transformer nameplate data, and the pro-

gram assesses the insulation condition in terms of ageing and water con-

tent. A database of the reference characteristics should preferably be devel-

oped for a given type and make of the paper–oil insulation, since the materi-

al characteristics do differ, and there are no universal reference curves. 
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Figure 5.18 Frequency characteristic of tgδ reveals water content 

and oil resistance in different frequency ranges 

 

Another approach consists in using the Havriliiak–Negami equation and ex-

amining the relaxation characteristic of the examined insulation. Havriliiak–

Negami equation (5.23) describes dielectric relaxation in polymers. This 

equation is used to analyse examined insulation.  
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               (5.23) 

 

where: ∆ε – polarization, ω=2πf – pulsation, τ – relaxation time constant, σ – 

conductivity, α, β, N – coefficients, ε(ω), ε∞,  εo – complex, optical and static 

dielectric permittivity respectively. It is necessary to note that dielectric 

constant is used in engineering texts, but in reality ε is variable. 

Such analysis is presented on an example of 75 MVA, 110/10.5 kV 

transformer manufactured in 1988 by Siemens. Two relaxation time con-

stants τ1=12.1 s and τ2=294 s were identified from C and tgδ characteris-

tics (Fig.5.19 and 5.20) taken on the main insulation at 20˚C. The faster re-

laxation occurs at the oil–cellulose interface, and the slower one reflects 

properties of Transformerboard with a high water content.  
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Figure 5.19 Identification of time constants form tan  frequency characteristics 

 

 
 

Figure 5.20 Cole-Cole graph derived from measurements 

taken on 75 MVA, 110/10.5 kV transformer 

Water content in cellulose can be assessed using nomograms used by the re-

covery voltage measurement (RVM) method, since it is based on the time 

constant of interfacial relaxation.  The relaxation time–constant of solid in-
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sulating materials, such as Transformerboard, have to be obtained from the 

material samples examined in the laboratory. 

Additional parameters derived from these characteristics are given in 

Table 5.1. Water content in the examined insulation was assessed at 3.2% 

from the time–constant of the interfacial relaxation, and at 3.3% from the 

relaxation time–constant measured on the Transformerboard samples, taking 

into account the temperature corrections. 

 
Table 5.1 Dielectric relaxation parameters from measurements taken on  

75 MVA, 110/10.5 kV transformer 

 

 
 

An important advantage of the FSD methods lies in finding the in-

sulation water–content even if the water–content in cellulose and in oil 

are not in equilibrium.  

This method can separate the two polarization structures: at the paper-

oil interface and in solid insulation, i.e. Transformerboard. It should be em-

phasized that the polarization behaviour of wet cellulose is relatively stable, 

but the properties of paper–oil interface depend on the water–content equilib-

rium and on products of oil decomposition [5, 7]. 

The same transformer was also examined using RVM method and 

the main time-constant Tp = 9.7 s is comparable to τ1 = 12.1 s that corre-

sponds to 3.3% water–content at 20°C. In this case the moisture content in 

paper and oil are in equilibrium, as it is indicated by the well–defined, single 

peak of Ur and its slope Sr characteristics, as well as by the similar 

moisture-content obtained using FDS method. This situation is shown on 

figure 5.21. Apparently no oil–decomposition products are deposited on the 

Transformerboard surface.  

So, new technologies of high voltage insulation diagnostic are very pro-

spect. They will substitute all “typical” insulation diagnostic methods. RVM, 

PDS and FDS are based on dielectric spectroscopy phenomena. Basic fun-

damentals are detailed described in this paragraph.  

One of the last tendencies in this direction is FDM using only. 
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Figure 5.21 Time-domain RVM characteristics measured on 75 MVA, 

110/10.5 kV transformer insulation:  
Ur – the polarization recovery voltage, Sr –initial steepness of Ur characteristic 

 

 

5.1.2 New technologies of active part of transformer diagnostics 

 

This is very important task in high voltage technology – to make state 

control of active parts of power transformers. One of the new and prospect 

technology here is Sweep Frequency Response Analysis (SFRA). Most 

widespread term is FRA.  

The FRA method is used to check the eventual change in the internal 

geometry of the active part of the transformer: displacements or defor-

mations. The main causes of such defects may be linked with the trans-

portation or with the working conditions of the machine, such as the pres-

ence of external short–circuits with the consequent development of important 

mechanical stresses linked with electrodynamic forces (radial or axial de-

pending on the constructive technology of the machine), affecting the 

tightness of the relative connections in the core and/or in the windings. 

Once the transformer has been damaged, even if not extensively, its ca-

pability to withstand further stresses may be heavily jeopardized. Defects 

of this nature evolve generally towards the complete destruction of the ma-

chine in a dielectric breakdown as a consequence of a mechanical collapse 

during electrodynamic stresses or in a progressive deterioration of the insula-

tion leading to a dielectric breakdown of internal solid insulation (partial dis-

charges). In such a context it is important to check that the windings are not 
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affected by incipient mechanical deformations. 

The classical method adopted for checking the presence of such internal 

defects is the measurement of the leakage inductance; however, practical ex-

perience has shown that only radial deformations can be seen using this 

method, while axial deformations linked with localised mechanical stresses 

on the winding extremities may not be detected. The FRA method was de-

veloped to cope with this lack of sensitivity. It is based on the assumption 

that any mechanical deformation may be associated with a change in the ca-

pacitive- inductive equivalent circuit and therefore detectable through a 

transfer function. In essence, the method consists in applying on one end of 

machine winding a low voltage sinusoidal signal made of a sweep of fre-

quencies covering a range between 10Hz and 2MHz and measuring on the 

other end of the winding the corresponding response in terms of amplitude 

ratio with respect to the input signal. The applied sweep maintains the same 

level of energy for each frequency analysed in such a way as to obtain accu-

rate and reproducible results. Little influence from the test set-up is evi-

denced: the same testing accuracy can therefore be obtained in the laborato-

ry and in the field. This method being essentially based on a comparison ap-

proach it is useful to have reference data: in particular it would be advisable 

to have reference tests on the machine when new, so to compare data in 

different stages of the machine life. The test is carried out typically con-

sidering two configurations for the winding opposite to the tested one: i.e. 

winding open and floating and winding short-circuited. These testing condi-

tions allow the selective evaluation of the presence of defects: in fact, in the 

conditions in which the winding opposite to the tested one is open and float-

ing, the effect of the mutual coupling between the HV and LV windings can 

be seen in addition to the to the effect of the magnetic circuit; in the other 

testing configurations (short–circuited winding) the effects of the mutual 

coupling and of the magnetic circuit are masked and the effect of the single 

winding is to be seen. 

The experience has shown that in the evaluation of the test results, the be-

haviour in three different ranges of frequencies must be considered: 

  Frequency < 10 kHz: in this range phenomena linked with the trans-

former core and magnetic circuits are evidenced: the analysis in this range 

must take into consideration the residual magnetisation which can slightly 

modify the obtained response from one test to the other. In this range coil 

faults, winding interruptions, magnetic circuit problems are brought to light; 

  Frequency in  the  range  5  kHz  to  500  kHz:  in  this  range  phe-

nomena linked with radial relative geometrical movements between windings 

are evidenced; 

  Frequency > 200 kHz: in this range axial deformations of each single 
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winding are evidenced. 

The power transformer subjected to the test had tripped on differential 

protection without any Buchholtz tripping. An additional check on the on-

line DGA system showed an important increase in the hydrogen equivalent 

total gases and the machine was removed from service and planned for an 

off-line thorough check. As no reference data existed for that specific ma-

chine, the FRA test, carried out after disconnection of the transformer was 

elaborated through comparison among different circuit configurations. 

Measurements carried out on the high voltage windings (400kV) star 

connection. The result of the measurements carried out on the high voltage 

(HV) windings are reported in Figure 5.22 and Figure 5.23 for the configura-

tions with the low voltage (LV) windings open and floating and with the low 

voltage windings short–circuited respectively. 

 

 
 

Figure 5.22 Measurements carried out on the HV 

winding with the LV winding open and floating 
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Figure 5.23 Measurements carried out on the HV 

winding with the LV winding short-circuit 

 

It can be seen in Figure 5.22 that the shape of the frequency response corre-

sponding to phase W deviates substantially from that of the other two phas-

es of the machine, especially in the open–circuit configuration and for a 

frequency range under 20 kHz. The response to higher frequencies is not 

substantially affected, thus excluding the possibility of geometrical defor-

mations of the faulted winding. Such huge deviations in the low frequency 

range, as shown in Figure 5.22 can only be linked with a variation of the 

turns ratio of one phase (possibly due to an internal partial short circuit of 

one winding and/or to the opening and separation of part of the winding, af-

fecting the magnetic coupling). This electrical change is also visible in the 

low frequency range in Figure 5.23:however, the deviation appears much 

lower: in fact, when the winding opposite to the tested one is short circuited, 

inductive coupling is very much affected and the sensitivity at low frequen-

cies becomes much less; moreover, being the short–circuit reactance much 

smaller than the no–load reactance, the signal attenuation in the low voltage 

range is much smaller. 

Measurements carried out on the low voltage windings (15 kV) delta 

connection. The SFRA measurements were repeated on the low voltage 

windings opening the delta connection and keeping the high voltage wind-
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ings open and floating or short–circuited. The respective diagrams obtained 

are shown in the Figure 5.24 and Figure 5.25. Waveshapes confirmed that 

the fault was confined on phase W. The check carried out with the opposite 

winding short–circuited, showing a perfect superposition of all tracks, con-

firmed the idea of a problem on the HV winding.  

No further elaboration of the SFRA data was deemed necessary (e.g. 

numerical evaluation of the shape differences of the damaged phase with 

respect to the sound phases, etc.) because a major fault was detected and it 

was unavoidable to open the machine and carry out the necessary repair op-

erations. A series of traditional checks were carried out after the SFRA, such 

as the turn ratio, the winding resistance and the leakage inductance: all the 

checks confirmed the hypothesis. 

 

  
 

Figure 5.24 Measurements carried out on the LV 

winding with the HV winding open and floating 
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Figure 5.25 Measurements carried out on the LV 

winding with the HV short-circuit 

 

The opening of the machine, with the visual inspection of the windings 

has confirmed the hypothesis, as shown in Figure 5.26 a short–circuit be-

tween two coils of the HV winding of the phase W was noticed, with the in-

terruption of part of the HV winding. No mechanical deformation was seen 

on the windings. The transformer was repaired on site through the replace-

ment of the HV winding of phase W. 

SFRA results Case 2: single-phase transformer during a short circuit 

withstand test, 60/30-30 MVA 400/27.5-27.5 kV. 

A single phase transformer with two secondary windings (LV1 and 

LV2) positioned on separate columns was subjected to short circuit with-

stand test and the SFRA method was used, in addition to the leakage induct-

ance measurement to check the effects of the power test. On the low voltage 

winding LV2, after the last current application, an anomalous behaviour was 

noticed, confirmed by a variation of 6% in the leakage inductance measure-

ments. In particular, the following SFRA traces were found testing the low 

voltage windings LV1 and LV2, shown in Figure 5.27 and Figure 5.28 respec-

tively: 
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Figure 5.26 Damage to the HV winding of phase W as seen after 

opening of the transformer 

 

  
 

Figure 5.27 Measurements carried out on the LV 

winding LV1 with the HV windings open 
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Figure 5.28 Measurements carried out on the LV 

winding LV2 with the HV windings open 

 

 
 

Figure 5.29 Measurements carried out on the LV winding LV2 with the HV wind-

ings open; trace of difference is shown 
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Another approach to transformer winding diagnostic is advanced 

pulsed technology. It is based on low-voltage pulsed method (LVPM). This 

technology was researched and engineered by Polish electrical engineers V. 

Lekh and L. Tyminskiy in 1966. The method is recognized in transformer’s 

world as reliable and sensitive technology to determine an mechanical de-

formations more than 45 years. In many countries, including Russia, LVPM 

is included in national standards of power transformer test methods to elec-

trodynamic firmness of winding control. It is good alternative to FRA tech-

nology.  

The crux of matter is in rectangular pulse of low-voltage supply to one 

of winding of transformer; at the same time transient current is registered on 

the other. Transient current is reaction of the winding to rectangular probe 

pulse. Comparative analysis of differences in pulsed transient current curves 

before and after electrodynamic impact is basic fundamentals. Analysis is 

comparison of normogram (signal from “healthy” winding) and defectogram 

(signal from damaged winding). It is necessary to note that, many types of 

power transformers have no normograms at all. This fact makes diagnostics 

procedure very difficult and impossible in some cases. In such cases analogi-

cal phase normograms of similar transformer types are used, but diagnostics 

accuracy are not reliable at such approach. It is done to advance abovemen-

tioned pulsed method and extend it for electrical machine winding control. 

Duration of rectangular pulse in standard method is 1 microsecond. We pro-

pose to use probe pulse duration no more than 500 nanosecond and less. 

Pulse front is several units of nanosecond. Decrease of pulse and front dura-

tion up to nanosecond range leads to much more exact fixing of transient 

process in comparison with standard LVPM. Diminished probe pulse dura-

tion allows to increase a sensitivity method due to response signal formation 

in capacitive elements only. As result oscillations are excited with bigger in-

trinsic frequency than in LVPM. Any changes of winding geometry changes, 

even most negligible are caused by radial or axial deformations, impressing, 

lodging conductors, turn to turn short circuit and other factors lead to consid-

erable changes of longitudinal and cross winding capacities. Reaction of 

windings is changed seriously at the same time and provides more exact 

measurement result. 

Winding diagnostics of power transformer 110/10 kV, 63 MVA 

Nanosecond pulsed method was applied to control mechanical state of 

winding transformers in real electric energy system. Type of transformer is 

TRDTSN – 63000/110 – U1 (Russian Federation Government Standard 

12965 – 74). There are four transformers of the same type, produced by 

Tol’yatti transformer’s plant in 1980. Diagnostics procedure is following: 

probe pulse has been put in one of winding, response signal have been fixed 
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at the windings. Oscillogram on the entrance of high voltage winding 110 kV 

is showed on the Figure 5.30. Analogical signal was fixed on the entrance of 

low voltage winding 6kV. This fact is evidence that input resistances of both 

windings are practically the same and have capacitive character for frequency 

range of probe pulse. This signal is not enough to make conclusion about 

winding element state. Response signals from other windings are more sensi-

tive to different geometrical changes of turns.       

 

 
 

Figure 5.30 Signal view at the entrance of transformer winding  

 

Responses from all windings have individual character at the probe pulse put-

ting in the one of those. This is confirmation of high sensitivity of “nanosec-

ond pulse diagnostics”. Signals from high voltage windings of phases A and 

C at the probe pulse putting on high voltage winding B are shown on the Fig. 

5.31.  

   
   а)       b) 

Figure 5.31 Pulsed responses from high voltage windings A and C at the probe 

pulse putting on the phase B: 
а – response signal from winding А, b – response signal from winding С 



 155 

Winding similarity is confirmed by signal forms when probe pulse and re-

sponse–pulse are changed by places. Figure 5.32, a illustrates response-pulse 

from at the high voltage winding A at the probe pulse putting on the high 

voltage winding B.  In turn, Fig. 5.32, b demonstrates response–pulse from 

the winding B at the probe pulse putting on the high voltage winding A.  It is 

seen that, response–pulse forms are equal. This is evidence of good corre-

spondence of mutual geometrical placement of windings A and B between 

each other.  

   
   а)       b) 

Figure 5.32 Response oscillograms:  
а – at the winding A, probe pulse on the winding B;  

b – at the winding B, probe pulse at the winding A  

The same way is used to check how identical windings are made which are 

placed on different transformer rods. On the Fig. 5.33 are shown the re-

sponse-pulses from winding а2в2 at the probe pulses putting to windings а1в1 

and, в2с2 – в1с1 respectively. It is seen that, all response forms are equal. So, 

this is good evidence of good geometrical correspondence of windings, 

placed on the different rods between each other. 

 

     
   а)       b) 

Figure 5.33 Response pulses from the low voltage windings: 
а – а2в2 at the probe pulse putting to the а1в1, 

b – в2с2 at the probe pulse putting to the winding в1с1 
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Showed results confirm high sensitivity of nanosecond pulse technology 

(NNPT). In this connection proposed approach could be prospect and suc-

cessful at the mechanical state control of transformer winding. 

This method is one of the sensitive, exact and prospective for state con-

trol of transformer windings. 

 

5.2 Synthetic test circuit and vacuum circuit breaker improvement 

 

One of main goal of modern high voltage engineering is development 

and manufacturing of new high voltage equipment. One of the advanced 

modern high voltage technique is vacuum circuit breaker (VCB). General 

view of VCB is shown on Fig.5.34. VCB has to provide nominal current flow 

in switch–on position and interrupt current flow in commutation regime or 

case of emergency. To improve this kind of high voltage apparatus it is nec-

essary to fulfill VCB research and testing. To make this special facility is 

used. It is called “synthetic test circuit” and corresponded two high voltage 

generators in one facility – high current and high voltage sources. Such kind 

of circuit is used in high voltage laboratories and World–famous electric en-

gineering concerns. On Fig. 5.35 advanced synthetic test circuit is shown. It 

has been developed and designed in ABB research laboratory in Germany.  

 

 

   
 

Figure 5.34 General view of circuit breaker 

 

Circuit diagram of the synthetic test circuit with the high current source at the 

left hand side and the high voltage source on the right. At the high current 

source side the DC power supply is 600 V and at the high voltage side the 
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DC power supply is 20 kV. 

 

 
 

Figure 5.35 Synthetic test circuit: 
VI – vacuum interrupter, FB – flexible band, PR – push rod, MA – magnetic actuator, S1 – 

S5 – switch device, M1 – M2 – measuring devices 

 

The vacuum interrupter (VI), installed at the center, is driven by the magnetic 

actuator (MA) and the control unit (EB). The forces are transferred by the 

push rod (PR). The current flow is established by providing a flexible band 

(FB) to the movable side of the VI. The weld formation during the closing 

process is measured by opening in a “static” or “dynamic” mode by the 

gauge M1. After each closing operation the resistance of the VI is measured 

by the M2 device. This circuit provides high current (1–35 kA) and recovery 

voltage (6–36 kV) on the contacts of VCB in vacuum chamber. Contacts of 

VCB are most sensitive elements. Most of them consist of CuCr alloy in ratio 

50/50 or 75/25. Typical view of these after 180 hours under 31.5 kA is shown 

on Fig. 5.36.  

  

 
 

Figure 5.36 Contacts of VCB 
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Summary 

 

This textbook is for students, who study Bachelor’s course in Electrical 

Engineering of Tomsk Polytechnical University. It contains 5 chapters and 

encloses main parts of high voltage engineering. Chapter 1 deals with the 

fundamental phenomena in gaseous media at the strong electric field applica-

tion. This chapter contains main knowledge about kinetic gas theory, of ioni-

zation, emission and recombination of charge particles. Description of main 

forms and kinds of electrical discharges in gases is given. 

Chapter 2 discusses main mechanisms of breakdown in condensed die-

lectric materials. Reasons and ways of plasma channel formation are dis-

cussed here.    

Chapter 3 tells about the techniques of generation of all kinds of high 

voltages. Measurement techniques of high voltages are discussed in this 

chapter also.  

Chapter 4 deals with overvoltages. Lightning phenomena, switching 

overvoltages, insulation coordination problem are discussed. Design and en-

gineering of protection devices are shown and described. 

Chapter 5 devoted to new technologies of modern high voltage engi-

neering. New approaches to power transformer diagnostics are covered and 

discussed. High current synthetic test circuit is shown. This chapter deals 

with new information which is in special scientific papers only. These are 

advanced scientific directions which are developed in High voltage laborato-

ry of Power engineering institute of Tomsk polytechnical university. 

It is necessary to note that successful studying of this discipline is possi-

ble in combination with special laboratory workshop course. 
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